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A MODELING AND MEASUREMENT STUDY

OF ACOUSTIC HORNS

Although acoustic horns have been in use for thousands of years, formal

horn design only began approximately 80 years ago with the pioneering effort

of A. G. Webster. In this dissertation, the improvements to Webster’s original

horn model are reviewed and the lack of analytical progress since Webster is

noted.

In an attempt to augment the traditional methods of analysis, a semi-

analytical technique presented by Rayleigh is extended. Although Rayleigh’s

method is not based on one-dimensional wave propagation, it is found not to

offer significant improvement over Webster’s model.

In order to be free of the limitations associated with analytical tech-

niques, a numerical method based on boundary elements has been developed.

It is suitable for solving radiation problems that can be modeled as a source

in an infinite baffle. The exterior boundary element formulation is exchanged

for an interior formulation by placing a hemisphere over the baffled source and

using an analytical expansion of the field in the exterior half space. The bound-

ary element method is demonstrated by solving the baffled piston problem, and

is then used to obtain the acoustic throat impedance and far-field directivity

of axisymmetric horns having exponential and tractrix contours.

Experiments are performed to measure the throat impedance and the

far-field directivity of two axisymmetric horns mounted in a rigid baffle. An

exponential horn and a tractrix horn with equal throat radius (2.54 cm), length

v



(55.9 cm), and mouth radius (27.1 cm) are critically examined. A modern im-

plementation of the “reaction on the source” method is compared with a new

implementation of the two-microphone method for measuring acoustic imped-

ance. The modified two-microphone method is found to be extremely simple

and accurate, but the “reaction on the source” method has the advantage of

in situ measurements. The far-field directivity is measured by a new technique

that allows the far-field pressure to be calculated from the measured near-field

pressure. Experimental results compare very well with the numerical predic-

tions obtained by the boundary element method.

The annotated bibliography is 34 pages in length and features approxi-

mately 200 references that are useful in the general study of acoustic horns.
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Chapter 1

Introduction

At the turn of this century, the invention of audio recording gave the millennia-

old acoustic horn new purpose. The traditional uses of the acoustic horn in-

cluded music, summoning, and listening. In these roles, the resonances in the

horn were exploited for sound production or increased hearing sensitivity. With

the invention of audio recording, the acoustic horn assumed a role as a device

for impedance matching and directivity control in the field of sound reproduc-

tion, where the resonances existing in previous horns are not desirable.

The first section of this chapter summarizes the analytical progress in

the study of horns over the past eighty years. The advent of the digital com-

puter made possible the application of numerical techniques to the analyses of

acoustic horns. Previous numerical modeling efforts are reported, and weak

points needing further development are identified. At the end of the chapter,

the work contained herein is discussed and the organization of the dissertation

is presented.

1.1 Analytical Developments in the Theory of Horns

Although acoustic horns have been in use for thousands of years, formal horn

design began relatively recently with A. G. Webster’s landmark paper, “Acous-

1
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tical Impedance, and the Theory of Horns and of the Phonograph” [11],∗ pub-

lished in 1919. The primary contribution of Webster’s paper was the introduc-

tion of the concept of acoustic impedance, but it also introduced techniques

for the analysis of horns that have remained virtually unchanged during the

past 80 years. Webster derived an equation modeling one-dimensional plane-

wave propagation in horns, which is known as Webster’s horn equation. He

also mentioned that complicated horn geometries can be handled by dividing

them into sections, and presented a general technique for finding the two-port

parameters of each section. These sections can then be cascaded to form a

transmission-line model of the horn. The number of subsequent publications

dealing with one-dimensional horn theory is staggering, and no attempt will

be made to discuss them individually. Most of these either present solution

techniques for, or properties of certain solutions to Webster’s horn equation.

The interested reader is referred to the annotated bibliography of the present

work, and in particular to the papers by Salmon [66], Mawardi [70], Eisner

[106], and Campos [151].

One practical aspect of horns which was not discussed in detail by Web-

ster is that of the proper size for the horn mouth. In the experimental verifica-

tion of his theory [12], Webster terminated the horns by using an end correction

length of 0.6 times the radius at the mouth. Long, narrow horns were tested at

relatively low frequencies, the highest being ka = 0.79 (k is the wave number, a

is the mouth radius). The proper size for the horn mouth is discussed at length

by Hanna and Slepian [16], who introduce the concept of one-dimensional wave

propagation that is not necessarily planar. Their paper contains drawings of

spherically expanding wavefronts, and the concept that the horn mouth need be

at least one wavelength in circumference at the lowest frequency of operation.

The end correction used by Webster is replaced with the impedance “seen” by

∗All references are found in the bibliography, which is ordered chronologically.
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a hemispherical source with a radius equal to that of the horn mouth.

Although Hanna and Slepian’s work depicted spherical wavefronts inside

the horn, the cross-sectional area S(x) of the horn in Webster’s one-dimensional

theory is usually chosen to be a plane for lack of a method to obtain a more

accurate estimate of the rate of area expansion. An attempt to improve on

the plane-wave assumption has been made by Weibel, who has shown [91] that

the stream functions for constant flow in a horn lead to an equation identical

to Webster’s, but the coefficients are more complicated and, in general, would

require solution by a sophisticated numerical method such as the finite element

technique. Such a technique would be difficult to justify for obtaining an ap-

proximation. Perhaps the most important contribution of Weibel’s work is the

verification of the applicability of Webster’s horn equation at low frequencies,

where its correctness had been questioned [16, 24, 73].

During their tests of the resonances in musical instrument horns, Benade

and Jansson [122, 123] found that plane-wave assumptions and spherical wave

assumptions lead to predicted resonances which tend to bound the measured

resonance frequency. This idea has recently been extended by Holland, Fahy,

and Morfey [185], who assumed the rate of area expansion to be the arithmetic

mean of the planar cross-section and a spherical area that contacted the wall

normally, which lead to good agreement between the predicted and measured

values of throat impedance.

Many researchers have investigated the assumptions involved in Web-

ster’s theory. Attempting to explain the complex directivity patterns measured

by Stewart, Hoersch suspected and showed [18] that non-planar vibrations can

exist inside a conical horn. Hall [40] measured the acoustic pressure inside an

exponential and conical horn and showed that the wavefronts curve in a spher-

ical manner at low frequencies but become complicated at higher frequencies.

Hall’s paper is a major contribution to experimental data for horns, and he
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felt that it would lead to improved horn design methods when he stated, “The

impossibility of verifying more exact theories experimentally has heretofore jus-

tified the use of the present horn theory. However, this restriction is rapidly

being removed, and it is to be expected that refinements in the theory will be

made to keep pace with the experimental technique.” The theory has actu-

ally not kept pace with the experimental progress as Hall predicted, because

the problem of wave propagation within a general waveguide cannot easily be

solved.

The analytical history of horns discussed in this section reveals that

only minor improvements to Webster’s horn model have been made in the past

80 years. A more sophisticated mathematical model has not been practica-

ble because of the corresponding increase in difficulty of solution. The useful

contributions that various researchers have made to Webster’s original model

equation are i) choosing the appropriate size of the mouth of the horn, and ii)

choosing the rate of area expansion with more accuracy than that afforded by

assuming plane waves.

1.2 Application of Numerical Methods to Horn Model-

ing

Because of the falling cost and increasing speed of digital computers, the nu-

merical solution of horn models containing fewer simplifying assumptions than

Webster’s model has become possible, but very little work has yet been done

in this area.

Kyouno et al. [150] have modeled a complete horn loudspeaker by using

circuit models for the horn driver and a finite element model for the horn. The

measured electrical impedance and far-field response show reasonable agree-

ment with numerical predictions. Shindo, Yoshioka, and Fukuyama [179] have

used sections of multi-moded rectangular waveguide (first presented by Steven-
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son [79]) combined with the boundary element method to model radiation from

a horn into free space. The acoustic field in the mouth of the horn is found

under the assumption that the horn is mounted in a rigid, infinite baffle. The

resulting acoustic field in the mouth is then used as the source in an exterior

boundary element formulation to find the far-field directivity. The measured

and far-field directivity are plotted at two frequencies and agree well.

1.3 Need for Further Study

Webster’s equation is a practical tool for the study of the throat impedance of

horns, but no criteria exist to determine the frequency range of applicability

for Webster’s equation. Several estimates have been given for the accuracy of

plane-wave approximations [172, 176], but the wave propagation can be nearly

one-dimensional without the requirement of being plane, and there have not

been any estimates for the range of validity of one-dimensional propagation in

general. Webster’s model is probably quite good for horns that taper slowly

and/or have relatively small mouths with respect to the propagated wave-

lengths, but the practitioner must exercise some caution before interpreting

the results based on Webster’s model for horns that flare quickly or have rel-

atively large mouths. Therefore one area of focus is to investigate the range

of applicability of Webster’s equation. In researcher’s efforts to extend the

range of applicability of the horn equation, the greatest gain has resulted from

making an improved approximation for the rate of area expansion. This cor-

rection is currently limited to averaging the areas of cross-sectional plane and

spherical surfaces. The utility of Webster’s equation could be extended if an

efficient technique is found for computing the proper rate of area expansion,

which would then be substituted into Webster’s equation.

The wave equation can be solved with the aid of a digital computer with-

out the assumptions inherent in Webster’s model, but the number of completed
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numerical solutions is still too sparse at this time for general conclusions. It is

important that the efficiency, accuracy, and flexibility of particular numerical

methods be made clear, so that the reader can ascertain the usefulness of the

method for his application. Progress in this area has been hampered by the lack

of rigorous, explicit development of the methods. More numerical work needs

to be done that is capable of simultaneously predicting the throat impedance

and directivity (although directivity is currently more important than throat

impedance). In many of the current generation of acoustic horns, directivity

control is optimized at the expense of throat impedance [136]. This trade-off is

necessary to reduce the complexity (and associated cost) involved in empirical

design. A major drawback of the current design method is that it results in

a non-optimal loading of the compression horn driver. If significant deviations

in the frequency response of the horn result from this procedure, electronic

compensation can be employed, but no amount of electronic equalization can

make up for an impedance mismatch when it comes to distortion and power

handling specifications. The diaphragm displacement becomes excessive for a

poor impedance match. Excessive diaphragm displacement results in increased

distortion and reduced power handling for the horn loudspeaker. The imped-

ance mismatch in high-quality, constant-directivity horns has been shown to

be as large as 10:1 [191].

Although the quantity of literature concerning horns is quite large, there

are very few publications which confirm analytical or numerical solutions by

laboratory measurement. This is largely due to the difficulty in measuring the

acoustic impedance of horns. It would be of considerable benefit to develop a

simple and robust measurement method for measuring the throat impedance

with both a high degree of accuracy and precision.
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1.4 Organization of Dissertation

This dissertation is organized into three primary chapters. The need to de-

fine a range of validity and an accurate rate of area expansion for Webster’s

horn equation inspired the work contained in Chapter 2, which is based on a

technique first presented by Rayleigh. This technique may offer the possibility

of providing error bounds for Webster’s horn equation, and defining the cor-

rect rate of area expansion, which is likely to be frequency dependent. The

technique presents some interesting results, but analytical difficulties have pre-

vented the achieving of the desired goals. Nevertheless, the chapter is presented

here because of the possibilities the method offers.

Chapter 3 introduces the boundary element method, and presents the

difficulties inherent in this approach. The boundary integral equation is de-

rived, and a particular implementation of the numerical method is chosen

that circumvents the difficulties typically associated with the boundary ele-

ment method. The dimension of the boundary integral equation is reduced

by taking advantage of the axisymmetric horn geometry, and then a numeri-

cal implementation is described which uses isoparametric quadratic elements.

The chapter finishes by implementing the technique and testing it by solving

the problem of a rigid piston in an infinite baffle and comparing the computed

solution with the analytical one.

In Chapter 4, two techniques for measuring acoustic impedance are de-

veloped and compared. The more robust of these is then used to measure the

throat impedance of axisymmetric exponential, and tractrix horns. The mea-

sured impedances are compared to those computed by the boundary element

program developed in Chapter 3. A measurement technique for predicting the

far-field directivity by measuring the pressure in the near field is then described

and implemented. In the final section of the chapter, the measured results are

compared to computed predictions.
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In the course of investigating various techniques that might be useful

for acoustic horns, some thought was put toward using the tremendous volume

of work in the electromagnetics area by way of analogy. No particular results

from this are used in the text, but the investigation itself may be useful to

others, and is therefore included in the appendix.

Also a word is in order concerning the bibliography. It contains more

references than are actually cited in the text, and many of these are annotated.

The annotations were originally intended only to jog the author’s memory, but

have been included here along with all of the references in the hope that they

will be useful for those who may be interested in pursuing portions of this work

further. The references are ordered chronologically.



Chapter 2

An Approximate Analytical Method

To find a general solution of the wave equation in the interior of an acoustic

horn is an ambitious, if not impossible, task. If an exact solution to the wave

equation cannot be obtained analytically, alternative possibilities exist.

Simplifying approximations may be made that result in a modeling dif-

ferential equation that can be solved analytically without losing all of the rel-

evant physical information. Webster [11] chose this approach by assuming

one-dimensional, plane-wave propagation within a horn, yielding “Webster’s

horn equation,”

φ′′ +
S ′

S
φ′ + k2φ = 0 (2.1)

where φ represents the velocity potential, S(x) the cross-sectional area of the

horn, and k the wave number. This equation is very useful for predicting the

throat impedance of acoustic horns. A limitation of Webster’s horn equation is

the lack of information concerning the acoustic wave field interior to the horn.

If an approximate model loses the ability to predict the desired physi-

cal results, it is still sometimes possible to find an approximate analytical (or

semi-analytical) solution to the more exact model for some restricted regions or

parameter conditions. This is the approach so aptly demonstrated by Rayleigh

[10].∗ Webster first presented his technique at a meeting of the American Phys-

ical Society at Philadelphia in December of 1914. In all likelihood, Rayleigh

∗John William Strutt, Baron Rayleigh III (1842–1919).

9
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did not know of Webster’s presentation before he developed “Webster’s horn

equation” as a zeroth-order approximation to the wave equation within a ta-

pered waveguide. Rayleigh published this work in 1916, but had presented

the method of solution for an electrostatics problem 40 years earlier [1] to the

Mathematical Society of London.

If a simplified model or a semi-analytical solution is not possible, a

numerical solution can be employed. This will be developed in Chapter 3.

In the following sections Rayleigh’s work has been the underlying basis,

but the fundamentals of his work are expanded to clarify the method, and the

results are extended to include, among other details, the off-axis acoustic field.

2.1 Rayleigh’s Iterative Method

For the case of time-harmonic† acoustic vibrations, the differential equation

of the physical model is the Helmholtz equation. In a lossless, source-free,

axisymmetric region, the appropriate form is

∂2φ

∂r2
+

1

r

∂φ

∂r
+
∂2φ

∂x2
+ k2φ = 0 (2.2)

where φ represents the complex velocity potential, k the wave number, and x

and r the longitudinal and radial coordinates respectively as seen in figure 2.1.

The volume of the horn is generated by rotating the contour y(x) about the x

axis. Equation (2.2) may be rewritten as

∂2φ

∂r2
+

1

r

∂φ

∂r
+

(

∂2

∂x2
+ k2

)

φ = 0 (2.3)

which would be Bessel’s differential equation if the quantity in parentheses were

constant. This suggests a solution of the form

φ = J0

(

r
√

d2/dx2 + k2

)

F (x) (2.4)

†The time dependence is taken to be ejωt.
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Figure 2.1: Rigid wall boundary conditions illustrating tangential velocity.

where J0 represents the Bessel series of order zero. The differential argument in

the Bessel series is understood to operate on the function F (x). The function

F (x) is the on-axis value of φ(x, r), which can be written

F (x) = φ(x, r)|r=0 . (2.5)

Equation (2.4) is in fact an exact solution, as can be verified by substitution

into equation (2.2).

The rigid wall of the horn requires the normal component of the velocity

to vanish on the boundaries,

∂φ

∂n

∣
∣
∣
∣
∣
r=y(x)

= 0 (2.6)

where n represents the coordinate axis normal to the boundary. This require-

ment is equivalent to stating that the velocity vector at the boundary must be

tangent to the boundary. The ratio of the r and x components of the veloc-

ity (u = −∇φ) must be equal to the slope of the boundary contour. This is
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illustrated in figure 2.1. Mathematically,
[

−∂φ
∂x

dy

dx
+
∂φ

∂r
= 0

]

r=y(x)

(2.7)

where it is understood that the expression must be evaluated on the boundary.

To enforce the rigid boundary condition, first expand equation (2.4) to

get‡

φ(x, r) = F (x)− r2

4
DF (x) +

r4

64
D2F (x)− r6

2304
D3F (x) +

r8

147456
D4F (x)− · · ·

(2.8)

where the linear operator D has been defined as

D ≡ d2

dx2
+ k2 (2.9)

and substituted for brevity. Higher powers of the differential operator D are

defined by Dn+1 ≡ DDn and represent repeated applications of the operator.

Differentiating the velocity potential with respect to longitudinal and radial

coordinates gives

∂φ

∂x
= F ′(x) − r2

4
DF ′(x) +

r4

64
D2F ′(x) − r6

2304
D3F ′(x) + · · · (2.10)

∂φ

∂r
= −r

2
DF (x) +

r3

16
D2F (x) − r5

384
D3F (x) +

r7

18432
D4F (x) − · · ·(2.11)

which can be substituted into the boundary condition, equation (2.7). The

boundary condition equation can be rearranged to become

D(yF ) = y′′F +
y2

2
y′DF ′ − y4

32
y′D2F ′ +

y6

1152
y′D3F ′ − · · ·

+
y3

8
D2F − y5

192
D3F +

y7

9216
D4F − · · · , (2.12)

which is an ordinary differential equation of infinite order to be solved for F (x).

This equation is still exact. The original partial differential equation has been

‡The series expansion for the Bessel function is J0(x) = 1 +
∑∞

n=1
(−1)n

(n!)2

(
x
2

)2n
.
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exchanged for an ordinary differential equation of infinite order. The infinite

order of this equation would normally be alarming, but the repeated applica-

tions of the differential operator D will be of rapidly diminishing influence if

this technique is to be useful.

To find an approximate analytical solution, a modified “method of suc-

cessive approximations” will be used.§ The method of successive approxima-

tions assumes an approximate solution to an exact differential equation and

iterates until the solution is sufficiently accurate, usually gaining one addi-

tional correct term in a power series with each integration of every iteration.

An example of this method applied to a partial differential equation of the el-

liptic type can be found in the Encyclopedic Dictionary of Mathematics [140],

which also includes criteria for convergence.

Rayleigh’s modified method of successive approximations assumes an

exact solution to an approximate differential equation and iterates until the

differential equation is sufficiently accurate. This method is intuitively plausible

because each iteration keeps no more terms in the differential equation than

are justified by the accuracy of the current approximation to the solution.

Before an initial approximation of the differential equation is made, it

may be useful to find a measure by which the problem can be scaled. This would

allow the elimination of high-order terms to be justified while quantifying the

range of validity for the resulting solution. Since this problem is a geometric

one, it suggests that the modeling equations be regrouped in the dimensionless

variable γx, where γ is the frequency-dependent wave number. Unfortunately,

the solution of the problem precedes the knowledge of γ so another choice must

be made. It is convenient to choose kx as the dimensionless parameter. This

§Also known as Picard’s “iteration method,” after E. Picard (1856–1941), who developed
a rigorous proof for convergence [4]. See Boyce & DiPrima [134], page 72.
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choice is a good one for waveguides that exhibit relatively small amounts of

dispersion.¶

The velocity potential in equation (2.8) can now be rearranged as

φ = F − (kr)2

4
DF +

(kr)4

64
D2F − (kr)6

2304
D3F +

(kr)8

147456
D4F − · · · , (2.13)

where the linear operator D is defined as

D ≡ d2(·)
d(kx)2

+ 1. (2.14)

Equations (2.10) and (2.11) can be rewritten as

∂φ

∂(kx)
= F ′ − (kr)2

4
DF ′ +

(kr)4

64
D2F ′ − (kr)6

2304
D3F ′ + · · · (2.15)

∂φ

∂(kr)
= −kr

2
DF +

(kr)3

16
D2F − (kr)5

384
D3F +

(kr)7

18432
D4F − · · · (2.16)

where the primes (·)′ now indicate differentiation with respect to kx. The scaled

equation for the boundary condition is

D(kyF ) = (ky)′′F +
(ky)2

2
(ky)′DF ′ − (ky)4

32
(ky)′D2F ′ +

(ky)6

1152
(ky)′D3F ′ − · · ·

+
(ky)3

8
D2F − (ky)5

192
D3F +

(ky)7

9216
D4F − · · · . (2.17)

Because the derivatives in the previous equations are taken on the order

of the changes with respect to kx, it is reasonable to suspect that they will

remain of the same order. The convergence of equation (2.13) is very rapid

for values of kr much less than unity but the series is still useful for larger

values. For example, using the first two terms results in a 2% error when kr

is equal to unity. Rescaling these equations does not establish convergence of

this method though, because the proper scaling measure is really not known.

It only suggests where the equations might be useful. The consistency of this

¶Conical horns are not dispersive in the fundamental mode of propagation but experi-
mental evidence confirms that the exponential horn is strongly dispersive at low frequencies.
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method can be checked after the velocity potential has been found by examining

the relative significance of neglected terms. Because the advantage of rescaling

the equations seems dubious and adds additional mathematical confusion, the

original form of the system equations will be used instead.

For the first approximation of the modeling differential equation (which

will be referred to as the zeroth-order approximation), all terms on the right

side of equation (2.12) are neglected, because they are assumed to be small

relative to the term on the left side. The resulting zeroth-order approximation

D(yF0) = (yF0)
′′ + k2(yF0) = 0, (2.18)

where the subscript identifies the order of the approximation, can be solved to

yield the zeroth-order solution

F0 =
Ae−jkx +Bejkx

y
. (2.19)

The zeroth-order solution must now be substituted into the right side of equa-

tion (2.12) and expanded to reveal which terms must be kept and discarded

for the next iteration. If the terms are not getting smaller in some manner,

then the first approximation is not close enough to the truth. After neglecting

“high-order” terms, solving the resulting equation will yield the first-order so-

lution. For this purpose, it is sufficient to rewrite equation (2.18) (neglecting

y′′) as

DF0 = F ′′
0 + k2F0 = −2y′

y
F ′

0 (2.20)

which is Webster’s equation, as can be seen by comparing it to equation (2.1)

with S(x) = πy2(x). Rayleigh was interested in this equation only to the ex-

tent that it is used to expand the differential operators D on the right side of

equation (2.12) for obtaining the first-order approximation. Examining the ne-

glected terms reveals that equation (2.18) is only equivalent to equation (2.20)

if y′′ � k2y. (If the contour were exponential, this implies f � fc.) As a first
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approximation then, Webster’s equation is on the same order as equation (2.18),

and can be used to expand the right side of equation (2.12).

Rayleigh might have chosen Webster’s equation as a first approxima-

tion to equation (2.12), but a closed form solution to Webster’s equation is

not known for arbitrary contour profiles y(x), which would prevent an itera-

tive procedure in the general case.‖ The next section covers the case of using

Webster’s equation as a zeroth-order approximation.

All of the terms previously neglected on the right side of equation (2.12)

must be of diminishing significance or the first approximation is not consistent.

This can be verified while making the second approximation. Substituting the

zeroth-order solution into the right side of equation (2.12) and keeping terms

of increased “order” will yield a nonhomogeneous equation that can be solved

to give the first-order solution. The tediousness of this work can be lessened by

noticing that the linearly independent solutions to equation (2.18) are complex

conjugates. Rewrite equation (2.19) as

F0 = A
e−jkx

y
+B

ejkx

y
= A(F0)+ +B(F0)−. (2.21)

The linear operator D is commutative with complex conjugation, so only one of

the solutions need be operated on, and this result added to itself after taking the

complex conjugate and exchanging the constants A and B. In this manner, the

expansions on the right side of equation (2.12) may be handled more efficiently.

Following this approach, D operates on (F0)+ to give

D(F0)+ =

{(

1

y

)′′

− 2jk

(

1

y

)′}

y(F0)+ (2.22)

and differentiation with respect to x results in

D(F ′
0)+ =

{

−3jk

(

1

y

)′′

− 2k2

(

1

y

)′}

(yF0)+. (2.23)

‖In principle an iterative technique such as the WKB method could be used for each
iteration step at the price of increasing the computations.



17

Operating with D once again on equation (2.22) shows

D2(F0)+ = −4k2

(

1

y

)′′

y(F0)+, (2.24)

which results in

D2(F ′
0)+ = 4jk3

(

1

y

)′′

y(F0)+ (2.25)

after differentiation. Applying D once more to equation (2.24) reveals that

D3(F0)+ = 0 and D3(F ′
0)+ = 0 (2.26)

to the order of the present approximation. Equations (2.23)–(2.26) have been

derived under the assumption that the high-order terms are a result of differ-

entiating (1/y) and that in general

(

1

y

)(n+1)

� k

(

1

y

)(n)

(2.27)

where the nth derivative is denoted by (n).

Before proceeding, the above results can be utilized to find the velocity

potential by substituting them into equation (2.8) and ignoring terms of order

(1/y)′′ (relative to k(1/y)′) and higher (since they have already been ignored

once in obtaining the first approximation) to get

φ0 =

{

1 − j
y′

2ky
(kr)2

}

A(F0)+ +

{

1 + j
y′

2ky
(kr)2

}

B(F0)−. (2.28)

For plane waves to be a sufficiently accurate approximation of φ0, the variation

with respect to r must be small, i.e.
∣
∣
∣
∣
∣
j
y′

2ky
(kr)2

∣
∣
∣
∣
∣
� 1, (2.29)

and this term is largest on the horn walls where r = y(x) so the expression

reduces to ∣
∣
∣
∣
∣

kyy′

2

∣
∣
∣
∣
∣
� 1 (2.30)



18

which is the same criterion as that derived by Pierce [176, page 360] for validity

of Webster’s horn equation.

After substituting equations (2.22)–(2.26) into equation (2.12), the equa-

tion reduces to the first-order approximation,

D(yF1) = y′′F0 −
1

2
(y)2y′′F ′′

0

=
(

1 +
1

2
k2y2

)

y′′F0 (2.31)

where F1 is defined as the first-order solution. This equation is a linear, non-

homogeneous, ordinary differential equation whose solution can be found by

variation of parameters∗∗ to be

F1 =

{

1

−2jk

∫ x

Y (A+Be2jkx)dx

}

(F0)++

{

1

2jk

∫ x

Y (B + Ae−2jkx)dx

}

(F0)−

(2.32)

where the function Y is defined by

Y ≡
(

1 +
1

2
k2y2

)
y′′

y
. (2.33)

In the throat of the horn the cross section is very small relative to a

wavelength, and the slope of the horn wall is very small relative to unity, so

F0 should be a sufficiently accurate solution in this region. This allows the

determination of the arbitrary constants in equation (2.32) by requiring the

solution to identify with F0 for x ≤ 0, which gives

F1 =

{

A− 1

2jk

∫ x

0
Y (A+Be2jkx)dx

}

(F0)+

+

{

B +
1

2jk

∫ x

0
Y (B + Ae−2jkx)dx

}

(F0)−. (2.34)

To find the velocity potential, the higher order terms in equation (2.8)

may be dropped so that

φ1(x, r) = F1 −
r2

4
DF1 +

r4

64
D2F1 (2.35)

∗∗See Boyce & DiPrima [134], page 123.
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which after expanding DF1 and D2F1 may be written

φ1(x, r) = F1 −
r2

4
{DF0 + Y F0} +

r4

64
D2F0. (2.36)

2.1.1 Conical Horn

Rayleigh’s solution given in integral form can be expanded for special cases.

If the horn contour is conical, y(x) = α(x + x0) where α is the slope of the

horn and x0 is the distance from the origin to the vertex of the cone. The

zeroth-order approximation can be found as

φ0 =

{

1 −
(

1

(x + x0)2
+

jk

(x + x0)

)

r2

2

}

A
e−jkx

y

+

{

1 −
(

1

(x+ x0)2
− jk

(x + x0)

)

r2

2

}

B
ejkx

y
. (2.37)

and the second approximation is just as easily found since the conical case

results in y′′ = 0, F1 = F0 so the first-order velocity potential is

φ1 =

{

1 −
(

1

(x + x0)2
+

jk

(x+ x0)

)

r2

2
− k2r4

8(x + x0)2

}

A
e−jkx

y

+

{

1 −
(

1

(x+ x0)2
− jk

(x + x0)

)

r2

2
− k2r4

8(x + x0)2

}

B
ejkx

y
. (2.38)

These equations reveal how a plane wave at the throat of a conical horn

transforms as it propagates along the horn. For r = 0 the solution is the

same as that found by assuming plane waves inside the horn, but off-axis the

wavefronts curve to maintain the proper boundary condition. Checking the

previous assumptions shows that the solution is consistent if

k(x + x0) � 1 (2.39)

so as the horn opens at smaller angles, the vertex x0 of the cone is increasingly

distant from the origin and k(x+x0) is much greater than unity for all practical

wave numbers even at the mouth of the cone. As the angle of the cone increases,



20

the solution is only applicable at a certain distance from the mouth of the cone.

The region of applicability is also bounded by the convergence of the velocity

potential. Examination of equation (2.38) shows that the solution converges if

(kr)2

k(x+ x0)
≤ 1. (2.40)

This restricts the solution to a limited radial distance. Taken in union, equa-

tions (2.39) and (2.40) establish a region of validity of the solution between

some a and b such that the solution is useful for a ≤ x ≤ b.

2.1.2 Exponential Horn

If the horn contour is exponential, y(x) = y0e
αx and

F1 =

{

1 +
j(αx)

2(k/α)
+
j(k/α)

8

[

(y′)2 − (y′0)
2
]
}

A(F0)+

+

{

1 +
−j(αx)
2(k/α)

+
−j(k/α)

8

[

(y′)2 − (y′0)
2
]
}

B(F0)−

+

{

−j sin(kx)

2(k/α)2
+

−j(k/α)

8(1 − j(k/α))

[

(y′)2e−jkx − (y′0)
2ejkx

]
}

A

y

+

{

j sin(kx)

2(k/α)2
+

j(k/α)

8(1 + j(k/α))

[

(y′)2ejkx − (y′0)
2e−jkx

]
}

B

y
. (2.41)

In general, the constants A and B are coupled to both e−jkx and ejkx, which

makes it difficult to find one constant in terms of the other. In equation (2.28),

each of the constants only couple to one of the two basis solutions. This is

a result of the basis solution chosen for the iteration scheme. To study the

solution, it will be necessary to add a boundary condition at the mouth of

the horn, or to assume that no mode conversion takes place after the waves

have traveled a certain distance. The boundary condition at the horn mouth is

represented by the Rayleigh integral [176, page 214], but the present problem

formulation precludes the effect of mode conversion at the mouth of the horn.

The effect of mode conversion at the mouth of the horn is certainly not negli-
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gible though, and if ignored will restrict the applicability of the present results

to lower frequencies.††

2.2 Webster’s Equation as Basis

If Rayleigh had chosen Webster’s equation as the basis of the method of suc-

cessive approximation, equation (2.12) would be rearranged as

F ′′ +
2y′

y
F ′ + k2F =

y

2
y′DF ′ − y3

32
y′D2F ′ +

y5

1152
y′D3F ′ − · · ·

+
y2

8
D2F − y4

192
D3F +

y6

9216
D4F − · · · (2.42)

For the first approximation of this differential equation, all terms on the right

side of equation (2.42) are neglected, yielding Webster’s horn equation. This

equation can be solved exactly for only a few horn geometries although others

may be handled sufficiently well by the WKB method. Consider the conical

and exponential contours.

2.2.1 Conical Horn

The cross sectional radius for a conical horn contour is expressed by

y(x) =
y0

x0
(x + x0) (2.43)

or y = αX where α ≡ y0/x0 and X ≡ (x − x0). This reduces equation (2.42)

to

D(XF ) =
α2X2

2
DF ′ − α4X4

32
D2F ′ +

α6X6

1152
D3F ′ − · · ·

+
α2X3

8
D2F − α4X5

192
D3F +

α6X7

9216
D4F − · · · (2.44)

††To witness the importance of mode conversion at the mouth of a conical horn, see Hall
[40].
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which may be collected as

D(XF ) =α2X2

{

DF ′

2
+
XD2F

8

}

− α4X4

4

{

D2F ′

8
+
XD3F

48

}

+
α6X6

24

{

D3F ′

48
+
XD4F

384

}

− · · · . (2.45)

If all terms on the right side are ignored,

D(XF0) = (XF0)
′′ + k2(XF0) = 0 (2.46)

where the subscript identifies the zeroth-order approximation. This has the

solution

F0 =
Ae−jk(x−x0) +Bejk(x−x0)

x− x0
. (2.47)

This solution exactly satisfies the infinite order differential equation, as can

be seen by expanding and substituting into the right side of equation (2.45).

Successive iteration is not necessary. As many terms of the solution can be

found as desired by substituting F0 into equation (2.8) and expanding. Both

Rayleigh’s method in the last section and the modified Rayleigh method in this

section yield the same result for the conical horn and furthermore, this solution

is the same on axis as predicted by Webster’s equation.

2.2.2 Exponential Horn

An exponential horn radius is given by

y(x) = y0e
αx (2.48)

which, when substituted into equation (2.42), results in

F ′′ + 2αF ′ + k2F =
y2

2

{

αDF ′ +
1

4
D2F

}

− y4

32

{

αD2F ′ +
1

6
D3F

}

+
y6

1152

{

αD3F ′ +
1

8
D4F

}

− · · · . (2.49)

For the zeroth-order approximation, all terms on the right side are ignored and

the resulting equation can be solved for the zeroth-order solution,

F0(x) = Ae−λ1x +Be−λ2x
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= A(F0)+ +B(F0)− (2.50)

where the λ’s are given by

λ1 = α +
√
α2 − k2

λ2 = α−
√
α2 − k2. (2.51)

This is the solution of the one-dimensional Webster’s equation for an exponen-

tial cross sectional area and leads to the definition of a critical quantity kc ≡ α,

frequently referred to as the “cutoff” wave number. The definition of cutoff

frequency and wave number follow in the obvious way. These are the natural

definitions since the acoustic waves go from evanescent to propagating at this

critical frequency.

Expanding solutions is a simple process for the present approximation.

Operation on the zeroth-order solution results in

Dn(F0)+ = (2αλ1)
n(F0)+

Dn(F ′
0)+ = −λ1(2αλ1)

n(F0)+. (2.52)

Now substituting equation (2.50) into equation (2.4), the zeroth-order approx-

imation to the velocity potential can be expressed as

φ0 = AJ0(αr
√

2λ1/α)(F0)+ +BJ0(αr
√

2λ2/α)(F0)− (2.53)

or, after expanding the Bessel series, as

φ0 =

{

1 − λ1

2α
(αr)2

}

A(F0)+ +

{

1 − λ2

2α
(αr)2

}

B(F0)−. (2.54)

The φ0 solution is consistent with the assumptions made in obtaining it if

1

2
(y′)2 � 1. (2.55)

For a plane-wave approximation to be sufficiently accurate, the variation

over r must be small, i.e. ∣
∣
∣
∣
∣

λ1

2α
(αr)2

∣
∣
∣
∣
∣
� 1 (2.56)
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and this quantity is largest on the contour where r = y(x) so

∣
∣
∣
∣
∣

λ1yy
′

2

∣
∣
∣
∣
∣
� 1 (2.57)

where y′ has been substituted for αy. Above cutoff, the magnitude of λ1 is

equal to k and the plane-wave criterion is the same as previously shown in

equation (2.30). Below cutoff, the expression is more complicated and it is

best to use equation (2.57) directly.

To find the first-order approximations, the methods outlined in sec-

tion (2.1) can be utilized to minimize the tedious nature of the manipulations.

Substituting F0 into the right side of equation (2.49) gives

F ′′
1 + 2αF ′

1 + k2F1 =
{

−1

2
λ2

1(y
′)2
}

A(F0)+ +
{

−1

2
λ2

2(y
′)2
}

B(F0)− (2.58)

which can be solved by the method of undetermined coefficients yielding

F1 = A1(F0)+ +B1(F0)−
︸ ︷︷ ︸

homogeneous solution

− λ2
1

8αλ2
(y′)2A(F0)+ − λ2

2

8αλ1
(y′)2B(F0)−. (2.59)

If this solution is required to identify with F0 in the throat of the horn, then

the constants in the homogeneous portion of the solution can be determined

such that the first-order solution is

F1 =

{

1 − λ2
1

8αλ2

[

(y′)2 − (y′0)
2
]
}

A(F0)+ +

{

1 − λ2
2

8αλ1

[

(y′)2 − (y′0)
2
]
}

B(F0)−.

(2.60)

This iteration yields an additional term in the solution which qualifies

the validity of the zeroth-order solution. The solution F0 is sufficiently accurate

if ∣
∣
∣
∣
∣

λ2
1

8αλ2

(y′)2

∣
∣
∣
∣
∣
� 1. (2.61)

Above cutoff this reduces to
1

8
kyy′ � 1, (2.62)



25

which may be compared to Pierce’s estimate. This shows that Webster’s so-

lution is applicable over four times the frequency range as predicted by the

plane-wave criterion, if the solution is interpreted as in equation (2.54).

To examine the range of validity of the first-order solution, it is neces-

sary to find the second order solution F2. Substitute F1 into the right side of

equation (2.49) and keep one additional term‡‡ to get

F ′′
2 + 2αF ′

2 + k2F2 =

{

−1

2
λ2

1(y
′)2 − λ2

1(9λ2 − 4λ1)

48α
(y′)4

}

A(F0)+ (2.63)

which can be solved to yield

(F2)+ =

{

1 − 1

8

λ2
1

αλ2

[

(y′)2 − (y′0)
2
]

− 1

384

λ2
1(9λ2 − 4λ1)

α2(α + λ2)

[

(y′)4 − (y′0)
4
]
}

(F0)+

(2.64)

where the constants of integration were determined by requiring the solution

to match F1 at the throat of the horn. The additional term in equation (2.63)

must be small relative to the term kept in equation (2.58) if F1 is to be a

consistent solution. This can be restated as
(

3

8

λ2

α
− 1

6

λ1

α

)

(y′)2 � 1. (2.65)

The equation (2.64) above for F2 contains an additional term which

allows us to qualify the accuracy of F1 as sufficient if
∣
∣
∣
∣
∣

1

384

λ2
1(9λ2 − 4λ1)

α2(α+ λ2)
(y′)4

∣
∣
∣
∣
∣
� 1. (2.66)

The first approximation to the velocity potential is

φ1 =

{

R1 −
1

8

λ2
1

αλ2

[

(y′)2 − (y′0)
2
]

R2

}

A(F0)+

+

{

R2 −
1

8

λ2
2

αλ1

[

(y′)2 − (y′0)
2
]

R1

}

B(F0)− (2.67)

‡‡It is only possible to increase the accuracy by one additional term each iteration so there
is no need to expend effort by calculating meaningless terms in the series.
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where R1 and R2 are given by

R1(r) ≡ 1 − λ1

2α
(αr)2 +

λ2
1

16α2
(αr)4 − · · ·

R2(r) ≡ 1 − λ2

2α
(αr)2 +

λ2
2

16α2
(αr)4 − · · · . (2.68)

In the throat of the horn where kcr � 1, R1 and R2 are practically unity

as can be seen by rewriting them as

R1 = 1 − 1

2

(

1 +
√

1 − (k/kc)2

)

(kcr)
2 +

1

16

(

1 +
√

1 − (k/kc)2

)2

(kcr)
4

R2 = 1 − 1

2

(

1 −
√

1 − (k/kc)2

)

(kcr)
2 +

1

16

(

1 −
√

1 − (k/kc)2

)2

(kcr)
4

which allows the specific acoustic impedance at the throat of the horn to be

expressed as
z1
z0

=
1

1 +
1

4

λ1

λ2
(y′0)

2
(2.69)

where z0 is the throat impedance of the exponential horn from plane-wave

theory, which is

z0 = jρ0c0
k

λ1
(2.70)

= jρ0c0







fc

f
+

√
√
√
√

(

fc

f

)2

− 1







−1

. (2.71)

For all practical purposes, the throat impedance is the same at that

predicted by Webster’s plane-wave theory, since it has been previously assumed

that the slope of the horn wall near the throat is very small. Below the cutoff

frequency though, the term λ1/λ2 in equation (2.69) gets very large and causes

an appreciable discrepancy with plane-wave theory.

The results presented in this chapter are both disappointing and in-

teresting. It is disappointing that a more accurate expression for the throat

impedance has not been found. At the same time, it is interesting that a more
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accurate expression for the throat impedance has not been found. Although

the present solution procedure takes into account the effect of mode conversion

along the contour of the horn, the mode conversion does not result in a signifi-

cant change in the impedance. This seems to indicate that Webster’s equation,

which was derived assuming plane waves, may be a better approximation than

one might first believe.



Chapter 3

The Boundary Element Method

In this chapter a formulation of the boundary element method is developed

for acoustic radiation problems, and a practical numerical algorithm which is

suitable for implementation on a digital computer is described in detail. In

the boundary element method, the wave equation is first combined with the

boundary conditions to arrive at an integral equation, where the integration

is over the surface bounding the domain of interest. Radiation problems have

one surface of integration coinciding with the source geometry, and an exterior

surface that is allowed to extend to infinity, forcing the contribution from that

surface to vanish. Thus, radiation problems are often described as “exterior”

problems, because the domain of interest is exterior to the surface of integration.

One difficulty with the boundary element method is that the integral

formulation of the radiation problem is not unique. The wave numbers at

which the exterior Neumann (Dirichlet) problem is not unique correspond to

the wave numbers at which the associated interior Dirichlet (Neumann) prob-

lem has resonances. This has long been known and has been discussed by

Lamb [38] and more recently by Schenck [107], who also presents a method of

making the problem unique, which he refers to as CHIEF (combined Helmholtz

integral equation formulation). Practically speaking, if the difficulty were only

encountered at the discrete eigenvalues or resonance frequencies of the interior

problem, then the discrete wave numbers could be avoided, but unfortunately

the system matrix is ill-conditioned in the neighborhood of these wave numbers.

28
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For a source positioned on an infinite baffle, the exterior formulation of

the radiation problem can be exchanged for an interior formulation by placing a

fictitious hemisphere over the source. In the region exterior to the hemisphere,

the problem is posed as a hemispherical source positioned in an infinite baffle.

This problem has been solved and is presented in many elementary textbooks.

Only the knowledge of the pressure or normal velocity on the hemisphere is

required. In the present formulation for acoustic horns, the pressure is chosen

as the unknown over the entire surface of integration, which includes the hemi-

sphere at the mouth of the horn, coincides with the walls, and makes a plane

in the throat of the horn. The horn walls are assumed to be rigid, forcing the

normal velocity to vanish there, while the amplitude of the normal velocity is

prescribed as unity in the throat. Assuming a constant velocity over the throat

area is valid if the horn is driven by a rigid piston source, or approximately

valid if the acoustic wavelengths are much greater than the throat diameter.

The cornerstone of the boundary element method is the Helmholtz in-

tegral formula. Because this formula is vital to the understanding and im-

plementation of the boundary element method, it is carefully derived, then

customized for boundary element methods. The formulation is then modified

to take advantage of the axisymmetric geometry and the boundary conditions.

3.1 Derivation of the Helmholtz Integral Formula

An appropriate beginning point for deriving the Helmholtz integral formula is

the divergence∗ theorem,
∫

V
∇ · FdV =

∮

S
F · η̂ dS (3.1)

which is only valid if the vector field F has C1 continuity, meaning it is at least

once differentiable in V , the domain of interest. The unit vector η̂ is normal

∗Also referred to as Gauss’ theorem or Ostrogradsky’s theorem.
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to the surface S of integration and directed out of the volume V . Now let the

vector field F be replaced by

F = φ∇G (3.2)

where φ and G are arbitrary scalar fields. Equation (3.1) can be rewritten as

∫

V
∇ · (φ∇G)dV =

∮

S
(φ∇G) · η̂ dS (3.3)

which expands to what is commonly known as Green’s first identity

∫

V

[

∇φ · ∇G+ φ∇2G
]

dV =
∮

S
φ
∂G

∂η
dS (3.4)

where the relation
∂G

∂η
≡ ∇G · η̂ (3.5)

has been defined and will be used throughout this work. Because the functions

φ and G in equation (3.4) are arbitrary, the equation must also hold for φ and

G interchanged,

∫

V

[

∇G · ∇φ+G∇2φ
]

dV =
∮

S
G
∂φ

∂η
dS. (3.6)

Subtracting equation (3.6) from equation (3.4) results in Green’s second iden-

tity (also known as Green’s theorem or Green’s symmetric identity),

∫

V

[

φ∇2G−G∇2φ
]

dV =
∮

S

[

φ
∂G

∂η
−G

∂φ

∂η

]

dS (3.7)

which requires that both φ and G be twice differentiable.

If the function φ satisfies the time-harmonic wave equation (the Helmholtz

equation),

∇2φ+ k2φ = 0, (3.8)

then equation (3.7) can be rewritten as

∫

V
φ
[

∇2G+ k2G
]

dV =
∮

S

[

φ
∂G

∂η
−G

∂φ

∂η

]

dS. (3.9)
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If the values of φ and ∂φ/∂η were known on the boundary surface S, and the

function G satisfied the Helmholtz equation in the domain V except in a very

small neighborhood Vε of a particular point xi, then an approximate integral

equation for the value of φ at the point xi could be written as

φ(xi)
∫

Vε

[

∇2G+ k2G
]

dV ≈
∮

S

[

φ
∂G

∂η
−G

∂φ

∂η

]

dS. (3.10)

The smaller the neighborhood Vε, the less error there is in assuming that the

value of the field φ is approximately constant over that neighborhood. A func-

tion that would allow sampling the field at a single point would be the Green’s

function.

Recall that the Green’s function is the solution to the nonhomogeneous

Helmholtz equation in three-dimensional space,

∇2G(x|xi) + k2G(x|xi) = −4πδ(|x − xi|). (3.11)

The forcing function on the right side of equation (3.11) incorporates the Dirac

delta function δ(|x − xi|), which represents a volume source of unity magnitude

located at the point identified by the vector xi. The solution of this equation

is the Green’s function and can be shown to be [144]

G(x|xi) =
e−jk|x−xi|

|x − xi|
, (3.12)

which will often be written as

G(x|xi) =
e−jkR

R
(3.13)

where R has been defined as

R ≡ |x − xi|. (3.14)

It is tempting to now assume that the function G in equation (3.9) is the

free-space Green’s function for the Helmholtz equation. This would allow the



32

neighborhood to vanish and the approximation to become exact, but the free-

space Green’s function does not satisfy the continuity requirements of Green’s

identity when |x − xi| → 0 and the Green’s function becomes singular.† This

��
��

���r

V

ε
PPPq

Z
ZZ}

xi

Sε

Vε

�
���

��=
S

Figure 3.1: Sphere of vanishing radius ε used to remove the singularity at xi

from the domain V of integration.

difficulty can be overcome by removing the singular point from the volume V in

Green’s second identity. The volume V can be modified to exclude the singular

point by placing a sphere of radius ε, surface area Sε, and volume Vε, about

the singularity xi as shown in figure 3.1. Equation (3.9) can now be written as

∫

V −Vε

φ
[

∇2G+ k2G
]

dV =
∮

S+Sε

[

φ
∂G

∂η
−G

∂φ

∂η

]

dS. (3.15)

Because the Green’s function G is of C2 continuity and satisfies the

homogeneous Helmholtz equation in the volume V −Vε, equation (3.15) can be

written as

0 =
∮

S+Sε

[

φ
∂G

∂η
−G

∂φ

∂η

]

dS (3.16)

which may be further divided into integrations over the external and internal

†Recall that Green’s identity requires that the field have C2 continuity throughout the
volume V .
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surfaces,

0 =
∮

S

[

φ
∂G

∂η
−G

∂φ

∂η

]

dS +
∮

Sε

φ
∂G

∂η
dS −

∮

Sε

G
∂φ

∂η
dS. (3.17)

The integrations over the surface Sε can be done in spherical coordinates

centered about the point xi such that |x − xi| = ε and the unit normal η̂ points

into the sphere so
∂G

∂η
= −∂G

∂ε
. (3.18)

In this spherical coordinate system the Green’s function and its normal deriva-

tive can be expressed as

G(x|xi) =
e−jkε

ε
and

∂G

∂η
= [1 + jkε]

e−jkε

ε2
, (3.19)

which are both constant over the surface for a fixed value of ε.

Now the magnitude of the integrals over Sε in equation (3.17) can be

inspected.‡ If there is a finite positive constant K such that
∣
∣
∣
∣
∣

∂φ

∂η

∣
∣
∣
∣
∣
≤ K (3.20)

over the surface Sε, then
∣
∣
∣
∣
∣

∮

Sε

G
∂φ

∂η
dS

∣
∣
∣
∣
∣
≤
∣
∣
∣
∣
∣

e−jkε

ε

∣
∣
∣
∣
∣
[K][4πε2] = 4πKε (3.21)

which vanishes as ε approaches zero so

lim
ε→0

∮

Sε

G
∂φ

∂η
dS = 0. (3.22)

The remaining integral over Sε in equation (3.17) will result in a nonzero con-

tribution. Assume that the velocity potential φ is smooth in such a manner

that

|φ(x) − φ(xi)| ≤ Kε, (3.23)

‡See chapter VI (especially pages 160–164) in Kellogg [28] for rigorous proofs of this kind.



34

and write the remaining integral as

∮

Sε

φ
∂G

∂η
dS = φ(xi)

∮

Sε

∂G

∂η
dS +

∮

Sε

[φ(x) − φ(xi)]
∂G

∂η
dS (3.24)

in which the value of the velocity potential at the point xi has been added and

subtracted. With the results from equation (3.19) and (3.23), we obtain

∣
∣
∣
∣
∣

∮

Sε

[φ(x) − φ(xi)]
∂G

∂η
dS

∣
∣
∣
∣
∣
≤ Kε

[

1 + k2ε2

ε2

]

4πε2 (3.25)

which vanishes as ε→ 0, whereas

φ(xi)
∮

Sε

∂G

∂η
dS = φ(xi) [1 + jkε]

e−jkε

ε2
4πε2 = 4πφ(xi) [1 + jkε] e−jkε (3.26)

approaches 4πφ(xi) as ε→ 0 so

lim
ε→0

∮

Sε

φ(x)
∂G(x|xi)

∂η
dS = 4πφ(xi). (3.27)

Combining the results of equations (3.27), and (3.22), equation (3.17)

can be expressed as

4πφ(xi) =
∮

S

[

G
∂φ

∂η
− φ

∂G

∂η

]

dS. (3.28)

which is valid for any point xi within the volume V . Equation (3.28) is com-

monly known as the Helmholtz integral theorem and is a special case ([28],

page 219) of Green’s third identity.

3.2 Development of the Boundary Integral Equation

To establish an equation that is expressed solely in terms of boundary values,

referred to as a boundary integral equation, it is necessary to move the interior

point xi to the boundary surface. Because the Green’s function is singular, the

point cannot be moved onto the boundary without some care. The singular

point can be removed from the domain of interest by defining a small sphere of
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radius ε centered on a point located on the boundary and taking the surface of

integration to be the original surface minus that which is now contained in the

sphere, plus the portion of the added sphere that is contained in the domain of

interest. This situation is pictured in figure 3.2. Because the point of interest

t

r

����: ����:

boundary surface S

η

r = ε

Q
Q

Q
QQs

surface Sε

J
J

J
JJ]

boundary point xi

Figure 3.2: Boundary point augmented by a small hemisphere.

xi is not in the volume V −Vε, Green’s second identity (equation (3.7)) reduces

to

0 =
∮

S−Sε

[

φ
∂G

∂η
−G

∂φ

∂η

]

dS +
∮

Sε

φ
∂G

∂η
dS −

∮

Sε

G
∂φ

∂η
dS, (3.29)

just as in equation (3.17), except that the surfaces of integration have been

changed. The surface S − Sε is the surface of the domain minus that part of

the surface contained in the exclusion sphere, and the surface Sε is that portion

of the exclusion sphere surface contained in the domain of interest before the

sphere was added. From this point onward, the analysis is identical to that

already presented in the previous section except that the integration surface

of the exclusion sphere is no longer 4πε2, but equal to Ω(ε)ε2, where Ω(ε) is

the solid angle contained in the original domain V and depends on the value
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of ε. The only portion of the analysis in which this is important is the surface

integration of equation (3.26), which produced a non-zero contribution. For

the present analysis, it can be rewritten as

φ(xi)
∮

Sε

∂G

∂η
dS = φ(xi) [1 + jkε]

e−jkε

ε2
Ω(ε)ε2 = φ(xi)Ω(ε) [1 + jkε] e−jkε.

(3.30)

In the limit of shrinking sphere radius, this reduces to

lim
ε→0

[

φ(xi)
∮

Sε

∂G

∂η
dS

]

= C(xi)φ(xi) (3.31)

where C(xi) has been defined as

C(xi) ≡ lim
ε→0

∮

Sε

∂G

∂η
dS = lim

ε→0
Ω(ε) = Ω0. (3.32)

Combining this result with those obtained in the previous section yields a

boundary integral equation that is valid for any location of the evaluation

point xi,

C(xi)φ(xi) = p.v.
∮

S

[

G
∂φ

∂η
− φ

∂G

∂η

]

dS. (3.33)

When xi is inside the volume V , C = 4π; when outside the volume V , C = 0;

and when on the surface S, C is given by equation (3.32). If the surface is

smooth, C = 2π since the solid angle subtended by a smooth surface or half-

space is 2π steradians; if the surface resembles the intersection of a wall with

the floor (1/4 space), C = π, and if the intersection resembles the corner of

a rectangular room, C = π/2. Because the integration over the surface S in

equation (3.33) was obtained in the limit as Sε → 0, it must be understood

in the Cauchy principle value sense, which is denoted by ‘p.v.’ preceding the

integral. However, the ‘p.v.’ notation is usually not expressed explicitly in the

current literature and will not be repeatedly shown in this work unless it is felt

that confusion would ensue without it.

Equation (3.33) is the most frequently used starting point for developing

a numerical procedure for general geometries. This numerical procedure is
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typically referred to as the boundary element method. One remaining difficulty

is the practical computation of C(xi). The definition of C(xi) in equation (3.32)

shows that the value depends on the geometry alone, but to find an efficient

numerical procedure for determining the solid angle subtended by the surface

in the general case of a piecewise continuous surface is a difficult geometry

problem.

An alternative technique for evaluating C(xi) can be found by first real-

izing that the derivation of the boundary integral in equation (3.33) is equally

valid for Laplace’s equation,

∇2φ = 0, (3.34)

which is approached by the Helmholtz equation as the wave number k vanishes.

The vanishing wave number does not alter any of the results previously derived.

The only change that need be made is to substitute the free-space Green’s

function from the nonhomogeneous Laplace’s equation (the Poisson equation),

∇2G0(x|xi) = −4πδ(|x − xi|), (3.35)

which can be shown to be

G0(x|xi) =
1

|x − xi|
=

1

R
, (3.36)

in the place of the Helmholtz free-space Green’s function G(x|xi). The zero

subscript used above is suggestive of viewing Laplace’s equation as a limiting

case of the Helmholtz equation when the wave number k approaches zero.

Equation (3.33) can now be written as

C0(xi)φ(xi) = p.v.
∮

S

[

G0
∂φ

∂η
− φ

∂G0

∂η

]

dS. (3.37)

The coefficient C0(xi) is defined just as C(xi) was in equations (3.30) and (3.32)

with k = 0,

C0(xi) ≡ lim
ε→0

∮

Sε

∂G0

∂η
dS = lim

ε→0

[
1

ε2
Ω(ε)ε2

]

= Ω0. (3.38)
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It can be seen from this that C0(xi) = C(xi). It may be concluded that the

singularity of the Green’s function determines the value of the coefficient, and

the singularity of the two Green’s functions G0 and G is of the same type.

This result does not yet provide any assistance in the practical computation of

C(xi), but if a method can be found for computing C0(xi), then it may be used

for computing C(xi) as well. To this end, note that a constant potential of

unity value, φ = 1, is a solution of equation (3.34). The gradients of a constant

potential disappear, and equation (3.37) reduces to

C0(xi) =
∮

S

[

−∂G0

∂η

]

dS (3.39)

which also must be identical to C(xi) by the above discussion, so the integral

C(xi) = −
∮

S

∂G0

∂η
dS = −

∮

S

∂

∂η

[
1

R

]

dS (3.40)

provides a practical method of computing the value of C(xi). The form of the

Helmholtz integral formula that will be used for subsequent discussion is now

C(xi)φ(xi) +
∮

S
φ
∂G

∂η
dS =

∮

S
G
∂φ

∂η
dS, (3.41)

which holds for all points xi on a piecewise smooth surface S bounding the

domain V .

3.3 Axisymmetric Formulation

In an axisymmetric acoustic horn, the pressure and particle velocity are con-

stant along the rotational coordinate. Because the field variables φ and ∂φ/∂η

are symmetric, the portion of the surface integration along the circumferential

coordinate can be performed independently of the field values. This has been

previously reported by Seybert et al. [160].

The cylindrical coordinate system and horn contour geometry are de-

picted in figure 3.3. The elements of differential surface area dS are obtained
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Figure 3.3: Coordinate systems defined in relation to the horn geometry. Note
the cylindrical coordinates over the length of the horn and the use of spherical
coordinates over the impedance sphere.

by taking a differential line segment of length dL along the contour, located

at a radial distance ρ, and rotating the segment about the z axis. Letting the

cylindrical angle coordinate be represented by ϕ, the differential area element

dS is replaced by

dS = ρ dϕ dL (3.42)

which can be used to rewrite the surface integrations in equation (3.41) as

∮

S
φ
∂G

∂η
dS =

∫

L
φ

[
∫ 2π

0

∂G

∂η
dϕ

]

ρdL =
∫

L
φBρdL (3.43)

where B has been defined as

B ≡
∫ 2π

0

∂G

∂η
dϕ, (3.44)

and
∮

S
G
∂φ

∂η
dS =

∫

L

∂φ

∂η

[∫ 2π

0
Gdϕ

]

ρdL =
∫

L

∂φ

∂η
A ρdL (3.45)

where A has been defined as

A ≡
∫ 2π

0
Gdϕ. (3.46)
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The integral A is of the simpler form so it will be handled first. The

1/R singularity in the integrand makes it difficult to numerically integrate G.

A method for avoiding this difficulty is to add and subtract the singularity as

follows:

A =
∫ 2π

0
Gdϕ =

∫ 2π

0

e−jkR

R
dϕ = A1 + A2 (3.47)

where the integrals A1 and A2 have been defined as

A1 ≡
∫ 2π

0

[

e−jkR − 1

R

]

dϕ and A2 ≡
∫ 2π

0

1

R
dϕ. (3.48)

The first integral A1 is now nonsingular and may be integrated by an

ordinary Gauss-Legendre quadrature scheme. The integral A2 may be evalu-

ated by manipulating it into the form of a complete elliptic integral. Recall

that

R ≡ |x− xi| (3.49)

which in cylindrical coordinates may be written

R2 = ρ2 + ρ2
i − 2ρρi cosϕ+ [z − zi]

2. (3.50)

Define

R̄2 ≡ [ρ + ρi]
2 + [z − zi]

2 (3.51)

so that

R2 = R̄2 − 2ρρi[1 + cosϕ]. (3.52)

Now substitute

ϕ = π − 2ϑ (3.53)

and use the trigonometric property

cos(π − 2ϑ) = − cos(2ϑ) = 2 sin2 ϑ− 1 (3.54)

to get

R2 = R̄2
[

1 − 4ρρi

R̄2
sin2 ϑ

]

. (3.55)
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Now A2 can be written as

A2 =
4

R̄

∫ π/2

0

dϑ
√

1 − p2 sin2 ϑ
=

4

R̄
K(p) (3.56)

where

p2 ≡ 4ρρi

R̄2
=

{

1 −
[
R

R̄

]2
}

ϕ=0

(3.57)

has been defined as the square of the modulus of K(p) which denotes the

complete elliptic integral of the first kind [162, page 610]. Standard algorithms

exist for accurately evaluating K(p) [102, 190].

The integral B involves the gradient of the Green’s function, which

makes it slightly more involved. Just as was done with A, first split the integral

into two parts by subtracting and adding the singular portion of the integrand.

B ≡
∫ 2π

0

∂G

∂η
dϕ =

∫ 2π

0

∂

∂η

[

e−jkR

R

]

dϕ = B1 + B2 (3.58)

where the integrals B1 and B2 have been defined as

B1 ≡
∫ 2π

0

∂

∂η

[

e−jkR − 1

R

]

dϕ and B2 =
∫ 2π

0

∂

∂η

[
1

R

]

dϕ. (3.59)

The integral B1 can be expanded using the chain rule relation

∂G(R)

∂η
=
∂G

∂R

∂R

∂η
, (3.60)

resulting in

B1 =
∫ 2π

0

{

1 − [1 + jkR]e−jkR

R2

}

∂R

∂η
dϕ. (3.61)

The quantity ∂R/∂η is finite and expressed as

∂R

∂η
≡ ∇R · η̂ =

∂R

∂ρ
ηρ +

∂R

∂z
ηz (3.62)

where
∂R

∂ρ
=
ρ− ρi cosϕ

R
and

∂R

∂z
=
z − zi

R
(3.63)
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and ηρ and ηz are the components of the unit normal η̂,

η̂ = ηρâρ + ηϕâϕ + ηzâz. (3.64)

The portion of the integrand in equation (3.61) in curly brackets can

now be seen to be finite as R → 0 so B1 can be numerically integrated by the

same method used to compute A1.

Because the unit normal to an axisymmetric surface has no âϕ compo-

nent, B2 can be expressed as

B2 =
∫ 2π

0

∂

∂η

(
1

R

)

dϕ =
∂

∂η

∫ 2π

0

1

R
dϕ =

∂

∂η
(A2) =

∂

∂η

(
4

R̄
K(p)

)

. (3.65)

The quotient-rule relation,

∂

∂η

(

x

y

)

=
1

y2

{

∂x

∂η
y − x

∂y

∂η

}

, (3.66)

and the chain-rule relation defined in equation (3.62), can be used to expand

the differentiation in equation (3.65) as

B2 =
4

R̄2

{

R̄
∂K

∂η
−K

∂R̄

∂η

}

=
1

R̄

{

4
∂K

∂η
−A2

∂R̄

∂η

}

. (3.67)

The term ∂R̄/∂η is analogous to equation (3.62) so,

∂R̄

∂η
≡ ∇R̄ · η̂ =

∂R̄

∂ρ
ηρ +

∂R̄

∂z
ηz (3.68)

where
∂R̄

∂ρ
=
ρ + ρi

R̄
and

∂R̄

∂z
=
z − zi

R̄
. (3.69)

In a like manner,
∂K

∂η
=
∂K

∂p

∂p

∂η
(3.70)

where
∂p

∂η
=
∂p

∂ρ
ηρ +

∂p

∂z
ηz, (3.71)
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and
∂p

∂ρ
=

p

2ρ

[

1 − 2ρ

R̄

∂R̄

∂ρ

]

and
∂p

∂z
= − p

R̄

∂R̄

∂z
. (3.72)

The derivative ∂K/∂p can be further expanded [162, page 615] resulting

in
∂K

∂p
=
E − q2K

pq2
(3.73)

where

E(p) ≡
∫ π/2

0

√

1 − p2 sin2 ϑ dϑ (3.74)

is the complete elliptic integral of the second kind of modulus p, and

q ≡
√

1 − p2 (3.75)

is known as the complementary modulus.

Equation (3.41) can now be written as

C(xi)φ(xi) +
∫

L
φBρdL =

∫

L

∂φ

∂η
AρdL, (3.76)

where from equation (3.40) and equation (3.59),

C(xi) = −
∫

L

[
∫ 2π

0

∂

∂η

[
1

R

]

dϕ

]

ρdL = −
∫

L
B2ρdL. (3.77)

Equation (3.77) is the desired result. Although portions of the axisym-

metric integration must be implemented numerically, the problem formulation

has been reduced from two-dimensional to one-dimensional.

3.4 Numerical Implementation

The Helmholtz integral formulation derived in section (3.2) was modified for

axisymmetric geometries in section (3.3). In order to numerically implement

the integrations in equation (3.76), the domain of integration is divided into

subdomains commonly referred to as “elements” such as shown in figure 3.4.
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Figure 3.4: Discretization of the domain of integration.

To better approximate the curved geometries of most horns, three-noded quad-

ratic elements are used to approximate both the surface of the throat and walls

of the horn. These elements are separated by the lines passing through every

second node on the horn wall and throat surfaces in figure 3.4. At the mouth

of the horn, a single element is defined to be the surface of a fictitious hemi-

sphere which will be referred to as an “impedance sphere,” since an impedance

relationship can be written using this surface in the external half space.

Discretizing integrals over one element at a time, equation (3.76) can

now be written

C(xi)φ(xi) +
NQ
∑

m=1

∫

Lm

φBρdL +
∫

LΩ

φBρdL =
NQ
∑

m=1

∫

Lm

∂φ

∂η
AρdL +

∫

LΩ

∂φ

∂η
AρdL,

(3.78)

where NQ represents the number of quadratic elements and the added inte-

gration over LΩ represents the impedance sphere. In the same manner, equa-

tion (3.77) can be written as

C(xi) = −
NQ
∑

m=1

∫

Lm

B2ρdL−
∫

LΩ

B2ρdL. (3.79)
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The integrations in the equations above are complicated by the singularity that

exits as the path of integration passes through the evaluation point xi; for the

case of quadratic elements, this occurs when ξ = ξi. This singularity is a weak

singularity, so it is not necessary to evaluate the integral in a Cauchy principle

value sense, but the integral will require special attention to achieve an accurate

result via a numerical algorithm. The nature of the singularity is known and

the result can be extracted analytically leaving the “well-behaved” remainder

for numerical integration. The extraction process is dependent on the element

type and will be included in the following sections. The quadratic elements are

the more ordinary and will be handled first.

3.4.1 Quadratic Element Formulation

Both the geometry and the field variables are represented by quadratic poly-

nomials over each element of the horn throat and wall. An example of using

three-noded quadratic elements in this manner is shown in figure 3.4, where

the individual elements are separated by short lines drawn through the bound-

ary. One of these boundary elements, and the associated values of the field

variable over the element, is illustrated in figure 3.5 where the three nodes of

the element are enclosed by parentheses.

The variation in the field variables over a single element can be approx-

imated by

φ = φ(ξ) = φ1Q1(ξ) + φ2Q2(ξ) + φ3Q3(ξ) (3.80)

and
∂φ

∂η
≡ ψ = ψ(ξ) = ψ1Q1(ξ) + ψ2Q2(ξ) + ψ3Q3(ξ) (3.81)

where the subscripts on the field variables are associated with the element node

at which that value of the field exists, while the functions Q1, Q2, and Q3 are

the Lagrangian interpolation functions,

Q1(ξ) ≡
1

2
ξ[ξ − 1] = −1

2
ξ +

1

2
ξ2
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Q2(ξ) ≡ [1 − ξ][1 + ξ] = 1 − ξ2

Q3(ξ) ≡
1

2
ξ[1 + ξ] =

1

2
ξ +

1

2
ξ2. (3.82)

The three shape functions and the parameterizing variable ξ are shown graph-

ically in figure 3.6.

Because these polynomials are equal to unity at one node and vanish

at the others, the coefficients in equations (3.80) and (3.81) are identically the

nodal values of the variable being interpolated.

The path of integration can be written in terms of the parameterizing

coordinate ξ shown in figure 3.6 by expressing the global coordinates ρ and z

as functions of the local coordinate ξ to give the coordinate mappings,

ρ = ρ(ξ) = ρ1Q1 + ρ2Q2 + ρ3Q3 (3.83)

=
1

2
ξ2 [ρ1 − 2ρ2 + ρ3] +

1

2
ξ [ρ3 − ρ1] + ρ2 (3.84)

and

z = z(ξ) = z1Q1 + z2Q2 + z3Q3 (3.85)
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Figure 3.6: Quadratic shape functions and parameterizing variable ξ.

=
1

2
ξ2 [z1 − 2z2 + z3] +

1

2
ξ [z3 − z1] + z2. (3.86)

The outward normal to the contour of integration which is needed in equa-

tion (3.67) can now be found as follows. Begin by identifying the position

vector for any point on a quadratic element which is shown in figure 3.7,

r ≡ ρ(ξ)âρ + z(ξ)âz (3.87)

and the corresponding tangent vector,

rt ≡
dρ

dξ
âρ +

dz

dξ
âz (3.88)

The outward normal vector is

η = âϕ × rt =
dz

dξ
âρ −

dρ

dξ
âz (3.89)

Normalizing this gives the outward unit normal,

η̂ ≡ η

|η| = ηρâρ + ηzâz (3.90)
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where

ηρ =
dz/dξ

√

[dρ/dξ]2 + [dz/dξ]2
and ηz =

−dρ/dξ
√

[dρ/dξ]2 + [dz/dξ]2
. (3.91)

Because the functions Q1, Q2, and Q3 are used to approximate the

geometry of the horn, they are known as “shape” functions. Because the shape

functions are identical to the functions used to interpolate the field variables,

the quadratic elements are referred to as “isoparametric” elements.

Using the parameterizations above, the integrals in equation (3.78) can

be rewritten as
∫

Lm

φBρdL ⇒
∫ 1

−1

[

φ
(m)
1 Q1(ξ) + φ

(m)
2 Q2(ξ) + φ

(m)
3 Q3(ξ)

]

BρJdξ (3.92)

where J has been introduced as the Jacobian of the transformation,

J ≡ dL

dξ
=

√
√
√
√

[

dρ

dξ

]2

+

[

dz

dξ

]2

. (3.93)

Because the nodal values of φ on element m are not a function of ξ,

equation (3.92) can be rewritten as
∫

Lm

φBρdL⇒
3∑

`=1

φ
(m)
` Y(m)

` (3.94)
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where

Y(m)
` ≡

∫ 1

−1
Q`BρJdξ. (3.95)

Parameterizing the remaining integrals results in

∫

Lm

ψAρdL⇒
3∑

`=1

ψ
(m)
` X (m)

` (3.96)

where X (m)
` is defined as

X (m)
` ≡

∫ 1

−1
Q`AρJdξ, (3.97)

and
∫

Lm

B2ρdL⇒ C
(m)
i . (3.98)

Summing these results over every quadratic element making up the horn

throat and wall gives

∫

LQ

φBρdL⇒
NQ
∑

m=1

3∑

`=1

φ
(m)
` Y(m)

` , (3.99)

∫

LQ

ψAρdL⇒
NQ∑

m=1

3∑

`=1

ψ
(m)
` X (m)

` , (3.100)

and

CQ
i =

NQ∑

m=1

C
(m)
i . (3.101)

Each element node has a unique potential value so equation (3.99) re-

quires assembly because adjacent element nodes are shared, as can be seen from

figures 3.4 and 3.5. Expanding equation (3.99) gives

NQ
∑

m=1

3∑

`=1

φ
(m)
` Y(m)

` = . . .+ φ
(m−1)
3 Y(m−1)

3

+ φ
(m)
1 Y(m)

1 + φ
(m)
2 Y(m)

2 + φ
(m)
3 Y(m)

3

+ φ
(m+1)
1 Y(m+1)

1 + . . .

(3.102)

where the integral associated with node (1) of the current element must be

added to the integral associated with node (3) of the previous element. The
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normal flux ψ must be allowed to be unique for each node since it is desirable

to have discontinuities such as in corners or when the edge of a velocity source

joins with a baffle. After assembly,

∫

LQ

φBρdL ⇒
2NQ+1
∑

n=1

Ynφn (3.103)

∫

LQ

ψAρdL⇒
3NQ∑

n=1

Xnψn (3.104)

where only one value of potential φn has been written for each global node n

and Yn represents the appropriate sum of the coefficients in equation (3.102).

The integration over the flux in equation (3.100) was rewritten only with a

change in indexing notation.

3.4.2 Singularity on the Quadratic Elements

As mentioned previously in this section, the integrands in equations (3.99)

and (3.100) contain a singularity as the path of integration passes through

the evaluation point xi. The singularity is a weak singularity so the values of

the integrals exist and are unique, but need to be handled explicitly during

numerical evaluation.

Begin with equation (3.97) and expand it to show

X (m)
` ≡

∫ 1

−1
Q` [A1 + A2] ρJdξ. (3.105)

The quantity A1 remains finite but A2 does not as the variable ξ of

integration maps x through the point xi. The portion of the integral that

needs special treatment can be written after referring to equation (3.56) as

∫ 1

−1
Q`A2ρJdξ =

∫ 1

−1
Q`

4

R̄
K(p)ρJdξ =

∫ 1

−1
ΓK(p)dξ (3.106)

where Γ has been defined as

Γ ≡ 4

R̄
Q`ρJ. (3.107)
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The behavior of the complete elliptic integral can be deduced from series

expansions but it is known ([162], page 610) that

1.57 ≈ π

2
≥ K(p) + log(q) ≥ log(4) ≈ 1.39 (3.108)

so rewrite the singular integral in equation (3.106) as

∫ 1

−1
ΓK(p)dξ =

∫ 1

−1
{ΓK(p) + Γi log(q)} dξ − Γi

∫ 1

−1
log(q)dξ (3.109)

where Γi is defined as

Γi ≡ lim
ξ→ξi

Γ(ξ) = 2Q`(ξi)Ji. (3.110)

The first portion of this integral remains finite but the logarithmic portion does

not so it must be evaluated analytically. To do this, the coordinates must be

transformed so that the integral to evaluate is of the known form

∫ y

0
log(x)dx = y [log(y) − 1] . (3.111)

To this end, introduce the Jacobian of transformation,

T ≡ dξ

dq
(3.112)

which must be further investigated for vanishing points. Looking back to equa-

tions (3.57) and (3.75), it can be seen that

q =
R

R̄
(3.113)

where since the points x and xi are in the same plane, ϕ = 0 resulting in

R2 = [ρ− ρi]
2 + [z − zi]

2 (3.114)

and as before,

R̄2 = [ρ + ρi]
2 + [z − zi]

2. (3.115)

It can be seen from the above equations that q is always positive with

the exception of when it vanishes at ξ = ξi, the value of ξ at which x = xi.
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The fact that q is always positive but vanishes necessitates a sign change in the

Jacobian of transformation, which can be written

dξ

dq
=

R̄2

R′R̄− RR̄′
(3.116)

where R̄′ is

R̄′ =
[ρ+ ρi]ρ

′ + [z − zi]z
′

R̄
(3.117)

and

R′ =
[ρ− ρi]ρ

′ + [z − zi]z
′

R
. (3.118)

The change in sign of the Jacobian requires that the logarithmic portion

of the integration in equation (3.109) be split into the two intervals,

∫ 1

−1
log(q)dξ =

∫ q(ξi)=0

q(−1)
log(q)Tdq +

∫ q(1)

q(ξi)=0
log(q)Tdq. (3.119)

Begin with the integration over the interval −1 ≤ ξ ≤ ξi and rewrite it as

∫ 0

q(−1)
log(q)Tdq =

∫ 0

q(−1)
log(q)[T − Ti−]dq + Ti−

∫ 0

q(−1)
log(q)dq. (3.120)

where Ti− has been defined as the value of the Jacobian at the singular point

when approached from the left side. The first portion of the integration is now

non-singular and can be transformed back into the ξ domain, while the second

portion is the known form given previously in equation (3.111). Rewriting after

these incorporations gives

∫ 0

q(−1)
log(q)Tdq =

∫ ξi

−1
log(q)

[

1 − Ti−

T

]

dξ−Ti−q(−1) {log q(−1) − 1} . (3.121)

In an analogous manner, the second integration over interval ξi ≤ ξ ≤ 1

in equation (3.119) can be written

∫ q(1)

0
log(q)Tdq =

∫ 1

ξi

log(q)
[

1 − Ti+

T

]

dξ + Ti+q(1) {log q(1) − 1} . (3.122)
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The above equations require the limiting value of the Jacobian T when ap-

proached from the left and right side of the singularity. Begin with

1

Ti

= lim
ξ→ξi

dq

dξ
(3.123)

where from equation (3.116),

dq

dξ
=
R′

R̄
− RR̄′

R̄2
. (3.124)

It can be seen after referring to equation (3.114), (3.115), and (3.117) that the

second term of equation (3.124) vanishes as ξ → ξi, but the first term needs

manipulation before the limiting process gives a useful result. The limit of the

denominator is

lim
ξ→ξi

R̄ = 2ρi (3.125)

but the numerator R′ is indeterminant. As expressed in equation (3.118)

R′ =
[ρ− ρi]ρ

′ + [z − zi]z
′

√

[ρ− ρi]2 + [z − zi]2
. (3.126)

which can be written as

R′ = sgn(ξ − ξi)

[

ρ− ρi

ξ − ξi

]

ρ′ +

[

z − zi

ξ − ξi

]

z′

√
√
√
√

[

ρ− ρi

ξ − ξi

]2

+

[

z − zi

ξ − ξi

]2
. (3.127)

As ξ → ξi the fractions become differentiation with respect to ξ, revealing that

lim
ξ→ξi

R′ =







−
√

[ρ′i]
2 + [z′i]

2, for ξ → ξi− and (3.128a)
√

[ρ′i]
2 + [z′i]

2, for ξ → ξi+. (3.128b)

Combining this with equation (3.125) gives the desired result,

Ti+ = −Ti− =
2ρi

Ji
(3.129)
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where Ji is the Jacobian from equation (3.93) evaluated at ξi. Now equa-

tion (3.121) can be written as

∫ ξi

−1
log(q)

[

1 − Ti+

|T |

]

dξ + Ti+q(−1) {log q(−1) − 1} (3.130)

where the absolute value of the Jacobian was taken since T = −|T | over this

interval. Combining this with equation (3.122) gives

∫ 1

−1
log(q)dξ =

∫ 1

−1
log(q)

[

1 − Ti+

|T |

]

dξ + Ti+

{

singularity
extraction

}

Q
(3.131)

where

{

singularity
extraction

}

Q
≡







q(1) {log q(1) − 1} , for ξi = −1,

q(1) {log q(1) − 1} +

q(−1) {log q(−1) − 1} , for −1 ≤ ξi ≤ 1, and

q(−1) {log q(−1) − 1} , for ξi = 1.

The complete solution can now be written by rejoining equation (3.131)

with equation (3.109), resulting in

∫ 1

−1
ΓK(p)dξ =

∫ 1

−1

{

ΓK(p) +
ΓiTi+

|T | log(q)

}

dξ − ΓiTi+

{

singularity
extraction

}

Q
.

(3.132)

The desired integral yielding the value of X (m)
` can be summarized by

combining the above results with equation (3.105) to give

X (m)
` =

∫ 1

−1

{

Q` [A1 + A2] ρJ +
ΓiTi+

|T | log(q)

}

dξ − ΓiTi+

{

singularity
extraction

}

Q
.

(3.133)

Using this formulation relaxes the requirements for the numerical integration

procedure when the evaluation point xi lies on element (m).

There is one remaining singularity in the integral of equation (3.95)

which needs special attention. Expand it as

Y(m)
` ≡

∫ 1

−1
Q`[B1 + B2]ρJdξ. (3.134)
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The quantity B1 remains finite but B2 does not as ξ → ξi. The na-

ture of the singularity can be seen by returning to equation (3.67). The first

term can be shown to be finite by expanding in a power series about ξ = ξi,

while the second term can be written proportional to A2, which is a type of

singularity that has already been extracted. Using equation (3.67), the part of

equation (3.134) that needs further attention can be written

∫ 1

−1
Q`B2ρJdξ =

∫ 1

−1
Q`

4

R̄

{

∂K

∂η
− K

R̄

∂R̄

∂η

}

ρJdξ

=
∫ 1

−1
Q`

4

R̄

∂K

∂η
ρJdξ −

∫ 1

−1
ΛK(p)dξ (3.135)

where

Λ ≡ Q`
4

R̄2

∂R̄

∂η
ρJ. (3.136)

The integral containing the singularity,

∫ 1

−1
ΛK(p)dξ, (3.137)

is of identical form to the previous result in equation (3.132). That result can

be used to evaluate equation (3.137) simply by replacing Γ with Λ as defined

in equation (3.136).

The complete integral yielding Y (m)
` can now be summarized by com-

bining the results above with equation (3.134) to give:

Y(m)
` =

∫ 1

−1

{

Q` [B1 + B2] ρJ − ΛiTi+

|T | log(q)

}

dξ + ΛiTi+

{

singularity
extraction

}

Q

(3.138)

which must be used when element (m) contains the evaluation point xi if accu-

rate numerical integration is to be achieved. Because of the close relationship

of C(xi) to Y (m)
` , the above result can be used to express equation (3.98) as

C
(m)
i =

∫ 1

−1

{

B2ρJ − Λ?
iTi+

|T | log(q)

}

dξ + Λ?
iTi+

{

singularity
extraction

}

Q
(3.139)
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where

Λ? ≡ 4

R̄2

∂R̄

∂η
ρJ (3.140)

and Λ?
i represents the value of Λ? as ξ → ξi.

3.4.3 Hemispherical Element Formulation

In the previous sections, the integrations over the horn wall and throat were

subdivided into small domains over which the potential and flux were assumed

to vary in a quadratic manner. The integration over the impedance sphere will

be handled in a similar manner, but instead of using quadratic polynomials as

interpolation functions over small, three-noded elements, the impedance sphere

expands the acoustic field as a sum of Legendre polynomials on the spherical

surface. Each term in this series is equivalent to a ‘node’ on the quadratic

elements.

The parameterization of the circular contour at the mouth follows from

reference to figure 3.4. The variable θ “sweeps out” the contour as θ ranges

from 0 → π/2. The transformation between the spherical surface and the

cylindrical coordinate values is given by

ρ = a sin θ and z = a cos θ. (3.141)

The position vector r is also the normal vector on the impedance sphere so

that the unit normal vector can be written

η̂ ≡ r

|r| = ηρâρ + ηzâz (3.142)

where

ηρ = sin θ and ηz = cos θ. (3.143)

This impedance sphere separates the problem into two regions. The

boundary element formulation of the horn can now be formulated as an “inte-

rior” problem, while in the half-space outside the impedance sphere the formu-

lation is a “radiation” type problem. In the half-space exterior to the impedance
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sphere, the problem is the same as that of a hemispherical source mounted in

a rigid baffle, which has been solved analytically. This type of formulation

has a distinct advantage over more traditional radiation-type formulations. In

boundary elements, the radiation formulation is singular at the frequencies

that correspond to the eigenfrequencies of the radiating body. This result is

not physical, but a numerical side-effect of the formulation [107]. The interior

formulation does not suffer from this singularity problem.

Modeling a source as an axisymmetric hemisphere in an infinite baffle,

the potential in the external half-space can be written ([144], page 319)

φ(r, θ) =
∞∑

n=0

Dnh
(2)
2n (kr)P2n(cos θ), (3.144)

where h
(2)
2n (kr) are the spherical Hankel functions of the second kind of order 2n

which correspond to outgoing radiation, P2n(cos θ) are Legendre polynomials

of order 2n, and Dn is a coefficient in the series. The superscript (2) in the

Hankel functions will be implicitly assumed hereafter.

The flux in the radial direction can be found by differentiating equa-

tion (3.144) to get

ψ(r, θ) =
∂φ

∂r
=

∞∑

n=0

Dnk h
′
2n(kr)P2n(cos θ) (3.145)

where the prime (·)′ denotes differentiation with respect to the argument. The

number of terms in the infinite series representation of the potential must be

truncated to a finite number NΩ which can be chosen according to the free-space

wavelengths excited by the velocity source.

Using equations (3.144) and (3.145), expand the potential and flux in

equation (3.78) to give

∫

LΩ

φBρdL ⇒
∫ π/2

0





NΩ−1
∑

n=0

Dnh2n(ka)P2n(cos θ)



Bρadθ
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=
NΩ−1
∑

n=0

Dnh2n(ka)
∫ π/2

0
P2n(cos θ)Bρadθ

=
NΩ−1
∑

n=0

DnȲn (3.146)

where LΩ denotes integration over the impedance sphere, and

Ȳn ≡ h2n(ka)
∫ π/2

0
P2n(cos θ)Bρadθ. (3.147)

From the above it follows to define

CΩ
i ≡

∫ π/2

0
B2ρadθ (3.148)

as the fraction of Ci resulting from the integration over the hemispherical sur-

face.

In a similar manner to that used to generate equation (3.146), the inte-

gration over the normal flux in equation (3.78) can be written

∫

LΩ

ψAρdL⇒
∫ π/2

0





NΩ−1
∑

n=0

Dnkh
′
2n(ka)P2n(cos θ)



Aρadθ

=
NΩ−1
∑

n=0

Dnkh
′
2n(ka)

∫ π/2

0
P2n(cos θ)Aρadθ

=
NΩ−1
∑

n=0

DnX̄n (3.149)

where

X̄n ≡ kh′2n(ka)
∫ π/2

0
P2n(cos θ)Aρadθ. (3.150)

3.4.4 Singularity on the Impedance Sphere

Although the form of equations (3.149) and (3.150) is slightly different from

equations (3.103) and (3.104) due to different parameterizing variables, the

same kind of singularity occurs in both formulations. During numerical inte-

gration, the singularity must be given special attention. For quadratic elements
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it has been removed analytically in a previous section. This section follows a

similar procedure to remove the singularity occurring when integrating over

the hemispherical element. The first singularity can be exposed by expanding

equation (3.150) to show

X̄n = kh′2n(ka)
∫ π/2

0
P2n(cos θ)Aρadθ = kh′2n(ka)

∫ π/2

0
P2n(cos θ)[A1 + A2]ρadθ

(3.151)

As stated before in the section on the quadratic singularity removal, A1 remains

finite, but A2 is undefined when the path of integration passes through the

evaluation point xi. Write the portion of the integration requiring further

attention as

∫ π/2

0
P2n(cos θ)A2ρadθ =

∫ π/2

0
P2n(cos θ)

4

R̄
K(p)ρadθ =

∫ π/2

0
ΘK(p)dθ

(3.152)

where

Θ ≡ 4

R̄
P2n(cos θ)ρa. (3.153)

The various required quantities can be expressed in spherical coordinates

as

[
R

a

]2

= 2[1 − cos(θ − θi)],

[

R̄

a

]2

= 2[1 − cos(θ + θi)], (3.154)

p2 =
2 sin θ sin θi

1 − cos(θ + θi)
, and q2 =

1 − cos(θ − θi)

1 − cos(θ + θi)
. (3.155)

Write equation (3.152) as

∫ π/2

0
ΘK(p)dθ =

∫ π/2

0
[ΘK(p) + Θi log(q)] dθ − Θi

∫ π/2

0
log(q)dθ (3.156)

where

Θi = lim
θ→θi

Θ(θ) = 2aP2n(cos θi). (3.157)
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The integrand of equation (3.156) is now finite, and the singularity has

been moved to the second integral, which must be transformed to a coordi-

nate system in the variable q for removal. To accomplish this, introduce§ the

Jacobian of transformation,

T̄ ≡ dθ

dq
=

q[1 − cos(θ + θi)]
2

sin θi[cos θi − cos θ]
=

√

[1 − cos(θ − θi)][1 − cos(θ + θi)]3

sin θi[cos θi − cos θ]
. (3.158)

Since the Jacobian T̄ changes sign as θ crosses θi, it is necessary to split the

singular integral in equation (3.156) over two intervals as
∫ π/2

0
log(q)dθ =

∫ q(θi)=0

q(0)=1
log(q)T̄ dq +

∫ q(π/2)

q(θi)=0
log(q)T̄ dq. (3.159)

The final extraction can be accomplished by expanding this as
∫ π/2

0
log(q)dθ =

∫ 0

1
log(q)[T̄ − T̄i−]dq + T̄i−

∫ 0

1
log(q)dq

︸ ︷︷ ︸

1

(3.160)

+
∫ q(π/2)

0
log(q)[T̄ − T̄i+]dq + T̄i+

∫ q(π/2)

0
log(q)dq

︸ ︷︷ ︸

q(π/2)[log q(π/2)−1]

(3.161)

where the rightmost integrals are known, as expressed in equation (3.111), while

the others are nonsingular and can be returned to the θ domain for integration.

Using the inverse of the Jacobian to return yields
∫ π/2

0
log (q)dθ =

∫ θi

0
log(q)

[

1 − T̄i−

T̄

]

dθ + T̄i−

+
∫ π/2

θi

log(q)

[

1 − T̄i+

T̄

]

dθ + T̄i+q(π/2) [log q(π/2) − 1] . (3.162)

The behavior of the Jacobian approaching the singularity is needed to

further combine the above results. To do this, write q as a function that can

be expanded in a series about zero. Define

δ ≡ θ − θi (3.163)

§For the sake of computational efficiency, the Jacobian can be expressed as T̄ =
R̄2/

[
R′R̄ − RR̄′

]
.
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and rewrite equation (3.155) as

q =

√

1 − cos δ

1 − cos(δ + 2θi)
. (3.164)

Expanding the numerator in a power series for cosine yields

q =

√
√
√
√

1 − [1 − δ2/2 + . . .]

1 − cos(δ + 2θi)
, (3.165)

which approaches

q =

√
√
√
√

δ2/2 − . . .

1 − cos(δ + 2θi)
=

δ
√

2[1 − cos(2θi)]
+ . . . (3.166)

as δ tends towards zero. This first term in the series expansion is the desired

result (note that dq/dθ = dq/dδ),

T̄i+ = −T̄i− =
√

2[1 − cos(2θi)] = 2 sin θi. (3.167)

This relationship between T̄i+ and T̄i− can be used to rewrite equation (3.162)

as

∫ π/2

0
log(q)dθ =

∫ θi

0
log(q)

[

1 − T̄i+

|T̄ |

]

dθ − T̄i+

+
∫ π/2

θi

log(q)

[

1 − T̄i+

T̄

]

dθ + T̄i+q(π/2) [log q(π/2) − 1]

=
∫ π/2

0
log(q)

[

1 − T̄i+

|T̄ |

]

dθ + T̄i+

{

singularity
extraction

}

Ω
. (3.168)

where
{

singularity
extraction

}

Ω
≡ q(π/2) [log q(π/2) − 1] − 1. (3.169)

Adding this back to equation (3.156) gives the desired result,

∫ π/2

0
Θ(θ)K(p)dθ =

∫ π/2

0

{

Θ(θ)K(p) +
ΘiT̄i+

|T̄ | log(q)

}

dθ

−ΘiT̄i+

{

singularity
extraction

}

Ω
. (3.170)
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The complete integral yielding X̄n can be summarized by combining the

above results with equation (3.151) to give

X̄n

kh′2n(ka)
=
∫ π/2

0

{

P2n(cos θ) [A1 + A2] ρa +
ΘiT̄i+

|T̄ | log(q)

}

dθ

−ΘiT̄i+

{

singularity
extraction

}

Ω
. (3.171)

which should be used when the evaluation point xi lies on the impedance sphere.

The remaining singularity can be exposed by expanding equation (3.147)

to show

Ȳn ≡ h2n(ka)
∫ π/2

0
P2n(cos θ) [B1 + B2] ρadθ. (3.172)

The quantity B1 remains finite as θ → θi, but B2 is undefined at that

point as can be seen from investigating equation (3.67). With equation (3.67),

the portion of equation (3.172) requiring further attention can be expressed
∫ π/2

0
P2n(cos θ)B2ρadθ =

∫ π/2

0
P2n(cos θ)

4

R̄

{

∂K

∂η
− K

R̄

∂R̄

∂η

}

ρadθ

=
∫ π/2

0
P2n(cos θ)

4

R̄

∂K

∂η
ρadθ −

∫ π/2

0
ΥK(p)dθ,(3.173)

where

Υ ≡ P2n(cos θ)
4

R̄2

∂R̄

∂η
ρa. (3.174)

The integral containing the singularity,
∫ π/2

0
ΥK(p)dθ, (3.175)

is of identical form to the previous result in equation (3.170). That result can

be used to evaluate equation (3.175) simply by replacing Θ with Υ as defined

in equation (3.174).

The complete integral yielding Ȳn can now be summarized by combining

the results above with equation (3.172) to give

Ȳn

h2n(ka)
=
∫ π/2

0

{

P2n(cos θ) [B1 + B2] ρa−
ΥiT̄i+

|T̄ | log(q)

}

dθ

+ΥiT̄i+

{

singularity
extraction

}

Ω
(3.176)
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which should be used when the evaluation point xi lies on the impedance sphere.

Following from the expression above, the geometry coefficient can be

expressed

CΩ
i =

∫ π/2

0

{

B2ρa−
Υ?

i T̄i+

|T̄ | log(q)

}

dθ + Υ?
i T̄i+

{

singularity
extraction

}

Ω
(3.177)

where

Υ? ≡ 4

R̄2

∂R̄

∂η
ρa. (3.178)

3.4.5 Construction of Discrete System Equations

Considerable effort has been expended evaluating the integrals of the Helmholtz

integral theorem. These results can now be combined to yield a linear, simul-

taneous system of equations to be solved for the unknown values of surface

potential, and coefficients in the series expansion of the potential over the

mouth of the horn.

Combining the line integrals over the quadratic elements and the im-

pedance sphere in the previous sections gives

C(xi)φ(xi) +
2NQ+1
∑

n=1

Ynφn +
NΩ−1
∑

n=0

ȲnDn =
3NQ∑

n=1

Xnψn +
NΩ−1
∑

n=0

X̄nDn. (3.179)

The flux ψ is prescribed for the integrations over the quadratic elements, so φn

and Dn comprise the 2NQ + 1 + NΩ unknowns in the above equation, which

can be written as

C(xi)φ(xi) +
2NQ+1
∑

n=1

Ynφn +
NΩ−1
∑

n=0

[

Ȳn − X̄n

]

Dn =
3NQ
∑

n=1

Xnψn. (3.180)

To obtain a linear system of 2NQ + 1 + NΩ equations needed to solve

for φn and Dn, rewrite equation (3.180) for 2NQ + 1 +NΩ values of xi,

Ciφi +
2NQ+1
∑

n=1

Yinφn +
NΩ−1
∑

n=0

[

Ȳin − X̄in

]

Dn =
3NQ
∑

n=1

Xinψn. (3.181)
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For the 2NQ + 1 values of xi that correspond to the nodal coordinates of the

quadratic elements, this becomes

2NQ+1
∑

n=1

[Yin + Ciδin]φn +
NΩ−1
∑

n=0

[

Ȳin − X̄in

]

Dn =
3NQ∑

n=1

Xinψn (3.182)

where δin is the Kronecker delta function,

δin =







1, for i = n and

0, for i 6= n.

The NΩ points remaining must be chosen on the surface of the imped-

ance sphere where equation (3.144) has been used to expand the potential in

the form

φi =
NΩ−1
∑

n=0

WinDn (3.183)

where

Win ≡ h
(2)
2n (ka)P2n(cos θi). (3.184)

This can be substituted for φi in equation (3.181) when the points of evaluation

lie on the impedance sphere, resulting in

2NQ+1
∑

n=1

Yinφn +
NΩ−1
∑

n=0

[

Ȳin − X̄in + CiWin

]

Dn =
3NQ∑

n=1

Xinψn. (3.185)

The entire linear system of equations can be written for all values of xi as

2NQ+1
∑

n=1

[Yin + Ciδin]φn +
NΩ−1
∑

n=0

[

Ȳin − X̄in + CiWinHi−2NQ−2

]

Dn =
3NQ∑

n=1

Xinψn,

(3.186)

where Hi is the Heaviside step function,

Hi =







0, for i < 0 and

1, for i ≥ 0.

and the resulting system has the form
[

Yin + Ciδin Ȳin − X̄in

Yin Ȳin − X̄in + CiWin

]{

φn

Dn

}

=
[

Xin

] {

ψn

}

(3.187)

which can be solved yielding the values of φn and Dn. Once these values are

known, it is possible to calculate any interior value of the potential by returning

to equation (3.180) with C(xi) = 4π and xi as the point of evaluation.
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3.4.6 Alternative Hemispherical Formulation

In a previous section an impedance sphere was defined as a single element of

the boundary of integration and the potential was replaced by the coefficients

in the expansion series. This section briefly points out an alternative method

which allows the entire surface to be composed of quadratic elements. The

system of equations would be written as before but a matrix form of an imped-

ance condition on the impedance sphere must be found to make the system of

equations unique. To find this impedance matrix first recall the orthogonality

relationship for Legendre polynomials,

∫ 1

0
P2m(x)P2n(x)dx =

1

4n+ 1
δmn. (3.188)

Using the orthogonality property above, the coefficient in the series expansion

of φ can be expressed

Dn =
4n+ 1

h2n(ka)

∫ 1

0
φ(r, acosz̄)P2n(cos θ)dz̄, (3.189)

where z̄ ≡ cos θ = z/a. Equation (3.189) can be evaluated by an N point

Gaussian quadrature to give

Dn ≈ 4n+ 1

h2n(ka)

N∑

j=1

wjφ(r, acosz̄j)P2n(z̄j). (3.190)

where wj are the weights and z̄j are the abscissa values of the quadrature

scheme. Substituting this into equation (3.145) gives

∂φ

∂η
≈

N∑

j=1

[

k
N∑

n=0

[4n+ 1]
h′2n(ka)

h2n(ka)
wjP2n(z̄j)P2n(cos θ)

]

φ(a, acosz̄j) (3.191)

which can be written
∂φi

∂η
= Yijφj (3.192)

where

Yij ≡ k
N∑

n=0

[4n+ 1]
h′2n(ka)

h2n(ka)
wjP2n(z̄j)P2n(z̄). (3.193)
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The matrix Yij may be called an admittance matrix and its inverse

would then be an impedance matrix. If the nodes on the impedance sphere are

chosen to correspond to the abscissas of the quadrature formula, the admittance

relation in equation (3.193) can be used to make the system of equations unique.

This formulation does not seem as natural for the current problem as defining

a single element composed of the hemispherical surface. It is therefore not used

in this work, but may be more suitable in certain problems.

3.4.7 Radiation Solution

On and outside of the impedance sphere, the potential φ can be found by using

equation (3.144) limited to a finite number of terms,

φ(r, θ) =
NΩ−1
∑

n=0

Dnh
(2)
2n (kr)P2n(cos θ). (3.194)

To compute the potential in the far-field, use the relation [81, page 1573]

lim
kr→∞

h
(2)
2n (kr) = [−1]n

e−jkr

−jkr (3.195)

in equation (3.194) to write the asymptotic value of φ,

φ(r, θ) ⇒




NΩ−1
∑

n=0

Dn[−1]nP2n(cos θ)




e−jkr

−jkr . (3.196)

3.5 Verification

A formulation of the boundary element method suitable for implementation on

a digital computer has been developed in the previous sections. A program was

written in ForTran to implement the method by using the actual sections

contained in this dissertation. This limits the possibility of translational errors

in the text. As a test of the accuracy of the computer program, a problem

having a known analytical solution can be solved and the numerical solution

compared with the analytical one. For this purpose, the source was chosen to
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Figure 3.8: Coordinate system for the test problem of a rigid piston in an
infinite baffle.

be a rigid piston such as seen in figure 3.8. For a rigid piston, the mechanical

impedance and far-field directivity are both known [73]. From the far-field

directivity solution, it is also known that the on-axis pressure in the far field is

proportional to the frequency of the source. Numerically finding the far-field

information is done just as described in the previous sections, but the program

returns the pressure distribution on the surface of the piston rather than the

mechanical driving impedance. This was remedied by adding a few lines of code

to integrate the pressure over the surface of the piston. The program results

are shown in figure 3.9 where the circles represent the numerical solution and

the solid line is the exact solution.

The agreement between the exact solution and the computed one is

good. It is readily possible to increase the precision by increasing the number

of quadratic elements and the number of terms used in the series expansion for

the pressure on the surface of the impedance sphere. The number of quadratic

elements and series terms used for the generation of figure 3.9 was dynamically

adjusted as a function of frequency. The algorithm for adjusting the program’s
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parameters is very dependent on the type of surface over which the integrations

are performed. For the piston, it was found that approximately 6 elements per

wavelength were sufficient to give very accurate results.

The number of terms needed in the series expansion of the pressure

over the surface of the impedance sphere was adjusted to accurately predict

the directivity of a piston. At small values of ka, 8 terms were used; this was

linearly increased to 44 terms at ka = 30. An example of the match between

the boundary element method and the exact solution is shown in figure 3.10.

The directivity patterns were computed for many values of ka and figure 3.10

is very representative of the accuracy achieved.

Another simple check afforded by the rigid piston test problem is the

on-axis pressure in the far-field, which should increase linearly with increasing

frequency. The computer program was written to generate the far-field, on-

axis pressure at the same time the driving point impedance is calculated. The

results are shown in figure 3.11.

The on-axis pressure in the far-field agrees very well with the exact so-

lution. At this point, the features of the program that will be used to analyze

acoustic horns have been tested and found to be extremely accurate. In the

next chapter, the program will be used to solve the wave equation in a bound-

ary geometry for which there is no known exact solution, a tapered acoustic

waveguide.



69

Figure 3.9: Normalized mechanical impedance of a piston in an infinite baffle.
The numerical solution was obtained by the boundary element method. The
program parameters were dynamically adjusted as a function of ka. Each of
the 100 frequency points took approximately ka seconds for a total run time
of 3.25 minutes on a 80486/33 MHz microcomputer.
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Figure 3.10: Directivity of a rigid piston in an infinite baffle at ka = 20.
The circles represent the solution obtained by the boundary element method
and the solid line represents the exact solution. The pressure is normalized
to the on-axis value. The program parameters: 24 quadratic elements with
12 point Gauss integration rule, 36 terms in series expansion on impedance
sphere with 37 point Gauss integration rule. Computation time: 48.8 seconds
on an 80486/33 MHz microcomputer.
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Figure 3.11: On-axis, far-field pressure of a rigid piston in an infinite baffle.
The program parameters were dynamically adjusted as a function of ka. Each
of the 50 frequency points took approximately ka seconds for a total run time
of 1 minute, 53 seconds on a 80486/33 MHz microcomputer.



Chapter 4

Acoustic Impedance and Radiation Pattern

Measurements

In the previous chapter, a numerical technique has been established that is suit-

able for the study of acoustic horns. Two axisymmetric horns were constructed

for testing, each with a different taper. The contour of the first horn was cho-

sen to be exponential, while the second horn was constructed with a tractrix

contour. Both the exponential and tractrix tapers have been known for a very

long time, but the tractrix is not often used in application, probably because

of its more complicated mathematical formula. The cross-sectional area of the

exponential horn expands exponentially, while the cross-sectional area of the

tractrix horn expands in such a way that a spherical wave of constant radius

always contacts the walls normally. This definition can be used to derive [145]

the tractrix equation. Referring to figure 4.1, the slope of the taper at any

point can be written,
dy

dx
=

−y√
a2 − y2

(4.1)

which can be integrated with the use of standard integral tables to yield

x = a log

(

a−
√
a2 − y2

y

)

−
√

a2 − y2. (4.2)

Written in the same coordinate system, the exponential contour is expressed

as

x =
1

kc
log(a/y) (4.3)

where kc is known as the “cutoff” wave number.

72
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Figure 4.1: Geometry and coordinate system used for deriving the equation
for the tractrix horn contour.

4.1 Designing the Horns

In choosing the appropriate dimensions of the horns to be tested, several factors

were considered. The overall length and mouth diameter and frequency range

of operation were chosen to be compatible with the physical dimensions and

absorption bandwidth of the anechoic chamber testing facility. The hollow

space beneath the floor of the chamber will accommodate a horn of 69 cm (27

in.) in length.

To compare the tractrix and exponential horns on an equal basis, it

seems reasonable that the horns perform an equivalent task, that is going from

a specified throat area to a specified mouth area with the same allowed length.

This is contrary to the manner in which the horns are designed in practice.

Typically, the throat and mouth areas are required to be the same, but the slope

at the throat of the horns is chosen to be equal rather than the length, which

results in a tractrix horn that is shorter than the “equivalent” exponential horn.

The equal slope at the throat of the two horns allows a “cutoff” frequency to be

defined for the tractrix horn based on the flare-rate of the initial portion of the

taper, which is very nearly the same as the initial flare-rate of the exponential

horn.

To find horns of equal areas and length, equate and rearrange equa-
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tions (4.3) and (4.2) to give

1

kca
=
{

log
(

a/y0 +
√

[a/y0]2 − 1
)

−
√

1 − [y0/a]2
}

/ log(a/y0). (4.4)

Examining the expression above, it is apparent that once the mouth and throat

areas are set, and the lengths chosen to be equal, there is no freedom left in the

choice of cutoff wave number kc. It is standard practice [43, 118] in industry to

choose kca = 1, but this choice does not satisfy equation (4.4). This explains

why it is generally thought to be impossible to construct equivalent exponential

and tractrix horns. This dilemma is resolved by relaxing the requirement that

kca = 1, and letting it be slightly greater than unity. This is not a serious

compromise however, because the requirement that kca 6> 1 has never been

established experimentally in the literature, and very likely has no physical

basis. The custom of choosing kca to be at least unity is probably good practice,

based on impedance matching between the expanding transmission line and a

sphere or piston at the mouth of the horn. Because these approximations are

only appropriate at low frequency, setting kca = 1 describes the necessary

minimum mouth size.

Choosing kca = 1.147 results in a mouth-to-throat radius ratio of y0/a =

10.67, which is typical of horns used for high quality sound reproduction. With

the throat radius set to 25.4 mm (1 in.) to match available compression horn

drivers, the remaining parameters follow as shown in figure 4.2. The actual

horns used in the experiments are of fiberglass construction and are shown

in figure 4.3 where they are standing on end in the anechoic chamber testing

facility.



75

Figure 4.2: Contours of the exponential and tractrix horns used in the exper-
iments. Dimensions: throat radius: 25.4 mm (1 in.), mouth radius: 271 mm
(10.67 in.), axial length: 559 mm (22 in.), cutoff frequency: 232.5 Hz, expo-
nential contour wall length: 627 mm (24.7 in.), tractrix contour wall length:
642 mm (25.3 in.)
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Figure 4.3: Photograph of the tractrix and exponential horns constructed for
experiments. The tractrix horn is on the left and the exponential horn is on
the right. Note the larger diameter of the area profile for the exponential horn.
Dimensions: throat radius: 25.4 mm (1 in.), mouth radius: 271 mm (10.67 in.),
axial length: 559 mm (22 in.), cutoff frequency: 232.5 Hz, exponential contour
wall length: 627 mm (24.7 in.), tractrix contour wall length: 642 mm (25.3 in.)
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4.2 The Measurement Facility

Because an infinite baffle was assumed in all of the previous theoretical develop-

ments, it was necessary to place the horns in an effectively infinite baffle for the

impedance and directivity measurements. For this purpose, a floor constructed

of standard, medium-density fiberboard (commonly used in home construction)

of 3/4 in. thickness was placed in the anechoic chamber on top of the existing

floor.∗ The horns were placed in the floor and a boom was designed and con-

structed to rotate a microphone over the mouth of the horn at a fixed radius

of 16 in. (40.64 cm) as seen in figure 4.4. The microphone boom is constructed

of 3/8 in. stainless steel tubing. A linear, 10-turn potentiometer was attached

to the gearbox which extended beneath the floor, and was used to determine

the position of the boom. Two microphones were used in the experimental

work: a Larson-Davis Laboratories† 1/4 in. condenser microphone model 2520,

and a Brüel and Kjær‡ 1/4 in. condenser microphone type 4135. The Larson-

Davis microphone was exclusively used to measure directivity while mounted

to the rotating boom. The B&K microphone was used in all remaining mea-

surements. The transfer functions were measured using a computer-controlled

data acquisition system, the Tektronix 2630 Fourier Analyzer, which is beneath

the video monitor in figure 4.5. Once measured, the data were downloaded to

a microcomputer for post processing.

The exponential and tractrix horns used in the measurements were cus-

tom manufactured by Klipsch Professional.§ The compression horn driver used

is the model DH1A-16, which is a 16 Ohm, 2 in. exit diameter driver, manu-

factured by Electro-Voice.¶

∗The existing floor is made of 2 ft by 4 ft steel grating.
†Larson-Davis Laboratories, 1681 West 820 North, Provo, Utah 84601.
‡Brüel and Kjær, DK-2850, Nærum, Denmark.
§Klipsch Professional, P. O. Box 688, Hope, Arkansas 71801.
¶Electro-Voice Inc., 600 Cecil St., Buchanan, Michigan 49107
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4.3 Measuring Acoustic Impedance

Accurate measurements of acoustic impedance are difficult but very important

when comparing the relative performance of two horns as smooth and similar

as the exponential and tractrix horns shown in figure 4.2. The smooth taper

and wide mouth area result in very small reflections which are difficult for a

measurement system to resolve. Two different methods for measuring acoustic

impedance were implemented and compared. The first method is a modern

implementation of the “reaction on the source” method [167] and has been

reported previously by McLean, Post and Hixson [191]. The second method

is a variation of the classical standing wave tube apparatus using two fixed

microphone locations.

4.3.1 “Reaction on the Source” Method

The “reaction on the source” method is based on the linearity and reciprocity

of an electromechanical transducer. This type of transducer can be represented

by an equivalent two-port network. Referring to the compression horn driver

in figure 4.6, a two-port representation using a transmission matrix can be

expressed as
{

e
i

}

=

[

A B
C D

]{

p
U

}

(4.5)

where e denotes the potential across, and i the current into, the electrical port,

U denotes the volume velocity flowing from the acoustic port, and p the pressure

at the acoustic port. Taking the ratio of the two equations above results in

Ze =
AZa +B

CZa +D
(4.6)

where Ze and Za have been defined as the electrical and acoustic impedance

respectively. If the electrical impedance is known, equation (4.6) can be solved

for the acoustical impedance,

Za =
B −DZe

CZe − A
, (4.7)
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but before this step can be completed, the model parameters for the compres-

sion horn driver must be measured. The transmission matrix can be written

A =
e

p

∣
∣
∣
∣
∣
U=0

B =
e

U

∣
∣
∣
∣
p=0

C =
i

p

∣
∣
∣
∣
∣
U=0

D =
i

U

∣
∣
∣
∣
p=0

, (4.8)

so the parameters A and C can be found by blocking the acoustic terminal

as shown in figures 4.7 and 4.8 and measuring the transfer functions in equa-

tion (4.8).

The measurement of parameters B and D is complicated by the dif-

ficulty of enforcing a pressure release surface in air without using a vacuum

which would modify the two-port parameters by removing the air from the

driver. The additional parameters can be indirectly measured by applying a

known acoustic load which is traditionally [167] chosen to be a closed tube, 1/8

wavelength long at the frequency being measured. This load is purely compliant

and highly accurate, but its frequency dependence restricts the measurement to

a single frequency, after which the length of the tube must be changed, result-

ing in a long and arduous measurement. The entire process can be done at all

frequencies using an anechoic termination, which has a purely resistive imped-

ance Z0 = ρ0c0/S, so is independent of frequency. The anechoic termination

used in the measurements was constructed by placing a slowly tapering strand

of fiberglass inside an aluminum tube. The tubing has an internal diameter of

2 in. to match the compression horn driver and throat diameter of the horns,

is 10 ft. in length, and has a 1/4 in. wall thickness.

Equation (4.5) can be manipulated to yield

B = (A′ − A)Z0 and (4.9)

D = (C ′ − C)Z0, (4.10)
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where

A′ ≡ e

p

∣
∣
∣
∣
∣
Z0

= A+B/Z0, and (4.11)

C ′ ≡ i

p

∣
∣
∣
∣
∣
Z0

= C +D/Z0. (4.12)

The parameters A′ and C ′ are measured with the anechoic termination attached

as shown in figures 4.9 and 4.10.

The implementation of the above technique is straightforward. After

the data for the transfer functions were gathered, a microcomputer was used

to perform the necessary calculations. The results for the exponential horn are

shown in figure 4.11.

When the impedance of the exponential horn in figure 4.11 was first

plotted, the normalized resistive component did not reach the expected value

of unity as the frequency was increased. Upon investigation, the throat area

of the exponential horn was found to be significantly larger than the anechoic

termination tubing which was used for normalization of the impedance. The

throat of the horn was measured, curve fitted and, after integration of the

resulting curve fit, found to have an area 2.5% larger than the reference termi-

nation. This slight increase in area does not cause significant reflections over

the measured bandwidth so the impedance data could be scaled to the larger

area, and it is the scaled result which is shown in figure 4.11. A similar problem

occurred with the tractrix horn, which was found to have a throat area 4.45%

smaller than the reference termination. The impedance of the tractrix horn in

figure 4.12 has been normalized to the measured throat area.

The low frequency portions of the measured data display a noisy behav-

ior as a result of the loss in horn loading at these frequencies. As the acoustic

loading vanishes, there is insufficient “reaction on the source” for an accurate

measurement. The loss of wall stiffness is also apparent in the data which
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show the mechanical vibrations are especially pronounced in the 6 < ka < 8

range. At the classical cutoff frequency (ka = 1.15), the impedance of both the

exponential and tractrix horn are dominantly reactive.

With an abundance of patience on the part of the experimenter, the

repeatability of these measurements can be made good, but repeatable mea-

surements are certainly difficult with this system. It seems that all parameters

of the two-port transmission matrix and the electrical impedance of the driver

must be measured over a relatively small time interval to achieve good results.

This might be the result of extreme sensitivity of the measurement to changes

in the system caused by temperature drifts but a sensitivity analysis of this

method has not been attempted.

The choice of compression horn driver used is also crucial to the success

of the method. Because the acoustic impedance is “sensed” through the driver,

the electromechanical coupling coefficient (B`) of the driver should be large,

resulting in greater sensitivity for the measurement. Because other factors

are also important, compression horn drivers are not optimized for the largest

possible value of B`, but it should be possible to construct a driver optimized

for this type of measurement, yielding greatly increased sensitivity.

4.3.2 Two-Microphone Method

Measuring the pressure minima and maxima in a standing wave tube has long

since been the mainstay of acoustic impedance measurements. The classical

measurement is performed by probing the standing wave field at each frequency,

a technique that is impractical for obtaining large amounts of frequency data.

It is possible to define and measure transfer functions to rapidly determine the

impedance of the load. To derive the necessary formula, place a length of tube

(to serve as a standing wave tube) between the driver and the horn as shown

in figure 4.13 and begin with the solution (plane-wave) to the wave equation
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within the standing wave tube,

p = K1 cos(kx) +K2 sin(kx). (4.13)

The constants K1 and K2 depend on the boundary conditions. Combining

this equation with the momentum equation,

jkZ0U +
dp

dx
= 0, (4.14)

gives the acoustic impedance at the throat of the horn,

Z =
p

U

∣
∣
∣
∣
x=0

= −jZ0
K1

K2
. (4.15)

The constants K1 and K2 can be exchanged for two measurement positions `1

and `2 by writing equation (4.13) for x = `1 and x = `2 resulting in p1 and p2.

Eliminating K1 and K2 from the two equations yields the desired relation,

Z

Z0

= j
sin(k`2) − p2/p1 sin(k`1)

p2/p1 cos(k`1) − cos(k`2)
. (4.16)

This equation allows the impedance of the horn to be calculated if the

pressure transfer function between the two microphone locations is known. This

method is much more rapid than single frequency measurements and was first

reported by Fahy [153] in 1984 and has been recently used by Holland, Fahy,

and Morfey [185] to measure throat impedance of acoustic horns. However,

additional improvement is possible by abandoning the traditional equipment,

which suffers from the poor sensitivity and frequency response of a probe tube

microphone, and the physically awkward dimensions of a standing wave tube.

Consider the arrangement displayed in figure 4.14, which shows an added length

of only several inches between the compression horn driver and the horn. The

added length is effectively a standing wave tube. Instead of using a probe micro-

phone, the microphone is mounted in the wall of the added length. Figures 4.14

and 4.15 show the microphone in the first measurement position. The second
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measurement position was arrived at by simply inverting the position of the

three elements making up the minimized standing wave tube and is shown in

figure 4.16.

Because only one microphone was used in the measurements, a reference

signal is needed to arrive at the desired transfer function. For this purpose, the

pressure at the microphone location can be measured relative to the electric

potential e applied to the compression horn driver. After the transfer functions

at both microphone locations is measured, the desired transfer function is found

by taking the ratio
p2

p1
=
p2/e

p1/e
, (4.17)

which is used in equation (4.16) to get the acoustic impedance of the horn.

This technique is very robust and the figures presented here are from the first

data set taken by the author. Additional data sets were gathered with no

significant change in the measured results. Figure 4.17 shows the measured

throat impedance of the exponential horn while figure 4.18 is the measured

throat impedance of the tractrix horn.

A feature of the data curves that stands out is the low-frequency sensi-

tivity of the measurement, which extends to ka = 0.3 in a very smooth man-

ner. A normalized frequency of ka = 0.3 corresponds to 61 Hz, at which the

2.5 in. microphone spacing is only 1% of a wavelength. The sensitivity could

be increased further by increasing the spacing between the two microphone

measurement locations.
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Figure 4.4: Hemi-anechoic chamber showing placement of horn to be tested
and boom for rotating a microphone across the mouth of the horn. The boom
itself is constructed of 3/8 in. stainless steel tubing. The microphone is 16 in.
from the mouth of the horn, which is 24 in. in diameter including the mounting
lip. The base of the boom is approximately 34 in. across.
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Figure 4.5: Electronic equipment used in measurement system. From left:
Fluke 8060 multimeter, Tektronix 5110 oscilloscope, B&K 2807 microphone
power supply, Tektronix AM502 differential amplifier, Larson-Davis 800B
sound level meter, Tektronix 2630 Fourier analyzer.
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Figure 4.6: Description of the terminal planes used in definition of two-port
transmission matrix representation of the compression horn driver.

Figure 4.7: Acoustic terminal plane of the compression horn driver blocked
for two-port parameter measurements. The aluminum blocking plate is 9.525
mm (3/8 in.) thick.
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Figure 4.8: Photograph of the compression horn driver blocked for two-port
parameter measurements. The B&K 1/4 in. microphone is mounted in a nylon
sleeve. The aluminum blocking plate is 9.525 mm (3/8 in.) thick.
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Figure 4.9: Anechoic termination and microphone location used for measure-
ment of two-port parameters, A′ and C ′.
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Figure 4.10: Photograph of anechoic termination used for two-port parameter
measurements, A′ and C ′. The compression horn driver is the Electro-Voice
DH1A-16. The anechoic termination is constructed from a linear taper of
fiberglass in a 10 ft length of aluminum tubing. Note the horn mounted in the
floor to the right of the anechoic termination.
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Figure 4.11: Measured acoustic impedance of the exponential horn using the
“reaction on the source” method. The impedance is normalized by ρ0c0/S,
and the mouth radius a of the horn is used in the normalized frequency ka.
The actual frequency range spans 0–2 kHz. The impedance has been scaled
by 1.025 to compensate for the mismatch between the area of the calibration
load (anechoic tube) and the area of the exponential horn throat. Analyzer
settings: 0–2 kHz bandlimited random noise source, 200 averages, 4096 point
data frames resulting in 1601 frequency points.
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Figure 4.12: Measured acoustic impedance of the tractrix horn using the
“reaction on the source” method. The impedance is normalized by ρ0c0/S,
and the mouth radius a of the horn is used in the normalized frequency ka.
The actual frequency range of the data spans 0–2 kHz. The impedance has
been scaled by 0.9555 to compensate for the mismatch between the area of
the calibration load (anechoic tube) and the area of the tractrix horn throat.
Analyzer settings: 0–2 kHz bandlimited random noise source, 200 averages,
4096 point data frames resulting in 1601 frequency points.
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Figure 4.13: Section of standing wave tube placed between the compression
horn driver and horn shown with the associated coordinate system used for
derivations of the two-microphone method equations.

Figure 4.14: Two-microphone measurement system showing minimal length
section of standing wave tube inserted between the compression horn driver
and the throat of the horn. The microphone is shown in the first of two
measurement locations. The spacer between microphone and horn throat is
3/8 in. thick, the plate containing the microphone is 1/2 in. thick, and the
remaining section between the microphone and compression horn driver is 2
7/8 in. thick.
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Figure 4.15: Photograph of the two-microphone measurement system showing
minimal length section of standing wave tube inserted between the compression
horn driver and the throat of the horn. The microphone is shown in the first of
two measurement locations. The spacer between microphone and horn throat is
3/8 in. thick, the plate containing the microphone is 1/2 in. thick, the remaining
section between the microphone and compression horn driver is 2 7/8 in. thick.
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Figure 4.16: Photograph of the two-microphone measurement system showing
minimal length section of standing wave tube inserted between the compression
horn driver and the throat of the horn. The microphone is shown in the second
of two measurement locations. The spacer between microphone and horn throat
is 2 7/8 in. thick, the plate containing the microphone is 1/2 in. thick, the
remaining section between the microphone and compression horn driver is 3/8
in. thick.
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Figure 4.17: Measured acoustic impedance of the exponential horn using the
two-microphone method. The impedance is normalized by ρ0c0/S, and the
mouth radius a of the horn is used in the normalized frequency ka. The
actual frequency range spans from 0–2 kHz. The impedance has been scaled
by 1.025 to compensate for the mismatch between the area of the minimized
standing wave tube and the area of the exponential horn throat. Analyzer
settings: 0–2 kHz bandlimited random noise source, 200 averages, 4096 point
data frames resulting in 1601 frequency points.
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Figure 4.18: Measured acoustic impedance of the tractrix horn using the
two-microphone method. The impedance is normalized by ρ0c0/S, and the
mouth radius a of the horn is used in the normalized frequency ka. The
actual frequency range spans from 0–2 kHz. The impedance has been scaled
by 0.9555 to compensate for the mismatch between the area of the minimized
standing wave tube and the area of the tractrix horn throat. Analyzer settings:
0–2 kHz bandlimited random noise source, 200 averages, 4096 point data
frames resulting in 1601 frequency points.
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4.4 Comparison of Impedance Measurement Methods

To facilitate a comparison of the two methods used to measure the acoustic

impedance, the results in the previous sections are plotted on the same graph.

To increase the legibility of the graphs, the resistive and reactive components

of the impedance have been separated.

Figures 4.19 and 4.20 show the comparison for the exponential horn.

The agreement is good, especially so for the reactive portion of the impedance.

The resistive component seems to be different by a constant scaling factor.

The cause of the discrepancy is not clear, but could be the characteristics of

the compression horn driver varying over the range of measurements performed.

The low frequency range of the data shows more rapid changes in impedance for

the “reaction on the source” method, which probably results from the anechoic

termination used for calibration not behaving in a completely anechoic manner.

Because the two-microphone method finds impedance directly, it was used to

check the quality of the anechoic termination used to calibrate the “reaction

on the source” method. Figure 4.21 shows that the anechoic termination is

effectively anechoic above ka = 0.5 which corresponds to approximately 100

Hz. Although the deviations from purely resistive are small, the errors in the

“reaction on the source” method are directly proportional to these deviations.

Figures 4.22 and 4.23 compare the two impedance measurement meth-

ods for the tractrix horn. The agreement is good, but just as in the case of the

exponential horn, the reactive component agrees more closely than the resis-

tive component of the impedance. Because the discrepancy between the two

methods is similar for both horns, it can probably be calibrated out of the

experiment if it is necessary to refine the “reaction on the source” technique.

Because the two-microphone method directly delivers the impedance

data over a greater bandwidth than the “reaction on the source” method, it

will be used for future comparisons in this work between experimental results
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and numerical predictions. The “reaction on the source” method has certainly

been shown to be a viable technique, and could be improved further by us-

ing a specially manufactured driver with a large electromechanical coupling

coefficient (B`), and producing a calibration load that is more “anechoic.”
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Figure 4.19: Comparison of the acoustic resistance of the exponential horn
measured by both the “reaction on the source” method and the two-
microphone method. The impedance is normalized by ρ0c0/S where S is the
area of the throat of the horn; the mouth radius a is used in the normalized
frequency ka. The actual frequency range of the measurement spans 0–2 kHz.
The impedance has been scaled by 1.025 to compensate for the mismatch be-
tween the area of the minimized standing wave tube and the area of the horn
throat. Analyzer settings: 0–2 kHz bandlimited random noise source, 200
averages, 4096 point data frames resulting in 1601 frequency points.
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Figure 4.20: Comparison of the acoustic reactance of the exponential horn
measured by both the “reaction on the source” method and the two-
microphone method. The impedance is normalized by ρ0c0/S where S is the
area of the throat of the horn; the mouth radius a is used in the normalized
frequency ka. The actual frequency range of the measurement spans 0–2 kHz.
The impedance has been scaled by 1.025 to compensate for the mismatch be-
tween the area of the minimized standing wave tube and the area of the horn
throat. Analyzer settings: 0–2 kHz bandlimited random noise source, 200
averages, 4096 point data frames resulting in 1601 frequency points.
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Figure 4.21: Acoustic impedance of “anechoic” termination, used for a cal-
ibration in the “reaction on the source” method. Measured using the two-
microphone method. The mouth radius a of the horns is used to normalize the
frequency ka for comparison. The actual frequency range of the measurement
spans 0–2 kHz. Analyzer settings: 0–2 kHz bandlimited random noise source,
200 averages, 4096 point data frames resulting in 1601 frequency points.
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Figure 4.22: Comparison of the acoustic resistance of the tractrix horn mea-
sured by both the “reaction on the source” method and the two-microphone
method. The impedance is normalized by ρ0c0/S where S is the area of the
throat of the horn; the mouth radius a is used in the normalized frequency
ka. The actual frequency range of the measurement spans 0–2 kHz. The im-
pedance has been scaled by 0.9555 to compensate for the mismatch between
the area of the minimized standing wave tube and the area of the horn throat.
Analyzer settings: 0–2 kHz bandlimited random noise source, 200 averages,
4096 point data frames resulting in 1601 frequency points.



103

Figure 4.23: Comparison of the acoustic reactance of the tractrix horn mea-
sured by both the “reaction on the source” method and the two-microphone
method. The impedance is normalized by ρ0c0/S where S is the area of the
throat of the horn; the mouth radius a is used in the normalized frequency
ka. The actual frequency range of the measurement spans 0–2 kHz. The im-
pedance has been scaled by 0.9555 to compensate for the mismatch between
the area of the minimized standing wave tube and the area of the horn throat.
Analyzer settings: 0–2 kHz bandlimited random noise source, 200 averages,
4096 point data frames resulting in 1601 frequency points.
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4.4.1 Comparison of Numerical Model with Measurement

The performance of the boundary element model has been previously evaluated

in Chapter 3 by solving the problem of a rigid piston in an infinite baffle, which

has a known analytical solution. The usefulness of such a tool is, of course, in

finding numerical solutions to problems which do not have a known analytical

solution. The exponential and tractrix horns are two examples which must

be solved numerically. Both horns were modeled by discretizing the surface

of the rigid walls of the horn with quadratic elements, as shown in figure 3.4.

Because no exact solution exists for comparison, the number of quadratic ele-

ments was gradually increased until the numerical results ceased to change in

any significant way. This limit was reached by using 180 elements. An addi-

tional increase in quadratic elements to 350 resulted in only subtle changes in

the impedance results or the directivity patterns, so the numerical method is

said to be “converged” in the sense that additional refinement of the model

gridding will not result in significant changes in the results. The computed

impedance of the exponential horn is shown in figure 4.24. It is interesting to

note that the resistive component of the impedance remains significant at the

cutoff frequency, ka = 1.15, where it has the value of 0.21 while the reactive

component dominates at 0.79 but not to the degree expected. The computed

impedance of the tractrix horn is shown in figure 4.25. At the cutoff frequency,

the resistive component at 0.27 is slightly greater than that of the exponential

horn. The reactance is also increased at a value of 1.02 compared to the value

of 0.79 for the exponential horn.

Figures 4.26 and 4.27 display the measured and computed impedance

of the exponential horn. The resistive and reactive components have been sep-

arated to improve the legibility of the results. The measured and computed

data show a marked agreement. Mechanical resonances in the horn cause some

deviation in the range ka > 6, but these could in principle be removed by stiff-
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ening the walls of the horn. The other discrepancies can easily be attributed to

the lack of mechanical tolerance in the dimensions of the horn, which was con-

structed by hand. Figures 4.28 and 4.29 display the measured and computed

impedance of the tractrix horn, again with the resistive and reactive compo-

nents separated to improve legibility. The agreement is good, but not nearly

as good as for the exponential horn. This lack of agreement was the motiva-

tion for increasing the number of quadratic elements in the numerical model

from 180 to 350, but no significant change resulted in the computed value of

the impedance. At this point, the dimensions of the actual horn tested became

suspect; unfortunately it is difficult to make accurate measurements of the inte-

rior dimensions of a horn. The error in the throat diameter has been previously

accounted for, and the dimension of the mouth was accurate to within 2 mm.

The remaining dimension of the horn that is easily measured is the length of

the wall contour, which was measured and found to be 1.25 cm (2%) longer

than designed. This may not seem to be an error of appreciable magnitude,

but note that the difference between the arc lengths of the tractrix and expo-

nential horns shown in figure 4.2 is only 2%, and the measured impedance of

the two horns is quite different. Viewed in this manner, it is surprising that

the measured impedance does not vary even more from the computed value.
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Figure 4.24: Acoustical impedance of the exponential horn computed by the
boundary element method. The impedance is normalized by ρ0c0/S where
S is the area of the throat of the horn; the mouth radius a is used in the
normalized frequency ka. Program parameters: 350 quadratic elements with
12 point Gaussian quadrature rule per element. Number of terms in series
expansion of the potential on impedance sphere was dynamically chosen based
on values used for rigid, baffled piston. Computation time: 79.6 hours on a
Convex C-220 for 500 frequency points. Note: 180 quadratic element model
gives essentially identical results in 22.4 hours for 200 points on a 80486/66
MHz microcomputer.
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Figure 4.25: Acoustical impedance of the tractrix horn computed by the
boundary element method. The impedance is normalized by ρ0c0/S where
S is the area of the throat of the horn; the mouth radius a is used in the
normalized frequency ka. Program parameters: 350 quadratic elements with
12 point Gaussian quadrature rule per element. Number of terms in series
expansion of the potential on the impedance sphere were dynamically chosen
based on values used for rigid, baffled piston. Computation time: 79.6 hours
on a Convex C-220 for 500 frequency points. Note: 180 quadratic element
model gives essentially identical results in 22.4 hours for 200 points on a
80486/66 MHz microcomputer.



108

Figure 4.26: Comparison of the measured and computed acoustic resistance
of the exponential horn. The two-microphone technique was used in the mea-
surement. Analyzer settings: 0–2 kHz bandlimited random noise source, 200
averages, 4096 point data frames resulting in 1601 frequency points. Program
parameters: 350 quadratic elements with 12 point Gaussian quadrature rule
per element. Number of terms in series expansion of the potential on the
impedance sphere were dynamically chosen based on values used for rigid,
baffled piston. Computation time: 26.6 hours on a Convex C-220 for 166 fre-
quency points. Note: 180 quadratic element model gives essentially identical
results in 18.6 hours on a 80486/66 MHz microcomputer.
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Figure 4.27: Comparison of the measured and computed acoustic reactance
of the exponential horn. The two-microphone technique was used in the mea-
surement. Analyzer settings: 0–2 kHz bandlimited random noise source, 200
averages, 4096 point data frames resulting in 1601 frequency points. Program
parameters: 350 quadratic elements with 12 point Gaussian quadrature rule
per element. Number of terms in series expansion of the potential on the
impedance sphere were dynamically chosen based on values used for rigid,
baffled piston. Computation time: 26.6 hours on a Convex C-220 for 166 fre-
quency points. Note: 180 quadratic element model gives essentially identical
results in 18.6 hours on a 80486/66 MHz microcomputer.
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Figure 4.28: Comparison of the measured and computed acoustic resistance
of the tractrix horn. The two-microphone technique was used in the mea-
surement. Analyzer settings: 0–2 kHz bandlimited random noise source, 200
averages, 4096 point data frames resulting in 1601 frequency points. Program
parameters: 350 quadratic elements with 12 point Gaussian quadrature rule
per element. Number of terms in series expansion of the potential on the
impedance sphere were dynamically chosen based on values used for rigid,
baffled piston. Computation time: 26.6 hours on a Convex C-220 for 166 fre-
quency points. Note: 180 quadratic element model gives essentially identical
results in 18.6 hours on a 80486/66 MHz microcomputer.
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Figure 4.29: Comparison of the measured and computed acoustic reactance
of the tractrix horn. The two-microphone technique was used in the mea-
surement. Analyzer settings: 0–2 kHz bandlimited random noise source, 200
averages, 4096 point data frames resulting in 1601 frequency points. Program
parameters: 350 quadratic elements with 12 point Gaussian quadrature rule
per element. Number of terms in series expansion of the potential on the
impedance sphere were dynamically chosen based on values used for rigid,
baffled piston. Computation time: 26.6 hours on a Convex C-220 for 166 fre-
quency points. Note: 180 quadratic element model gives essentially identical
results in 18.6 hours on a 80486/66 MHz microcomputer.
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4.4.2 Plane-Wave Results

This dissertation is meant to extend the current methods of horn analysis, but

those readers who are familiar with plane-wave horn theory may be curious how

plane-wave results compare to those of the boundary element method, which

are practically exact. While plane-wave theory cannot predict the directivity

of a horn, it can predict the throat impedance with negligible effort relative to

that required by the boundary element method. Because the efficiency is so

great, it is of interest to understand what loss in accuracy results from using a

plane-wave model. The loss in accuracy may be acceptable in many applications

considering the high cost of improving the solution via the boundary element

method.

Webster’s equation admits an exact solution in the case of an exponen-

tial horn, so the throat impedance of the exponential horn will be used in the

following comparisons rather than the throat impedance of the tractrix horn.

The throat impedance of an exponential horn is [35]

Z1 =
ρ0c0
S1

[

Z2 cos(k`− θ) + j sin(k`)

jZ2 sin(k`) + [ρ0c0/S2] cos(k` + θ)

]

(4.18)

where ` is the length of the horn, θ ≡ atan(α/k), S1 the throat area, and S2

the area of the mouth. The flare-rate α is defined in the expression for the

cross-sectional area of the exponential horn, S(x) = S1e
2αx. The wave number

is represented by k. The terminating impedance Z2 can be approximated by

the lumped-element piston impedance model given by Beranek [85, page 121],

Z2 =

{

[jωMA1]
−1 +

[

RA2 +
{

R−1
A1 + jωCA1

}−1
]−1

}−1

(4.19)

where RA1 = .1404ρ0c0/a
2, RA2 = ρ0c0/πa

2, CA1 = 5.94a3/ρ0c
2
0, and MA1 =

8ρ0/3π
2a. The radius of the mouth of the horn is taken to be the radius a used

in the piston impedance function above.
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The resistive and reactive components of the throat impedance com-

puted by the plane-wave model are plotted in figures 4.30 and 4.31 respec-

tively, along with the results from the boundary element model. Qualitatively,

the agreement is surprising considering the crudeness of the approximations

involved in the plane-wave model. Olson [53] found that the directivity of ex-

ponential horns is roughly equivalent to that of a piston for a frequency range

extending to the frequency at which the circumference of the horn mouth is

equal to a wavelength. This condition occurs when ka = 1.15 in figures 4.30

and 4.31. Indeed the plane-wave approximation is in close agreement for fre-

quencies up to ka = 1.2 as Olson predicts. In the frequency range 1 < ka < 2,

the behavior of the terminating impedance at the mouth of the horn is more

complicated than that predicted by a piston impedance model. The compli-

cated behavior in this region is probably a result of the horn being relatively

short with a rapid flare.

For ka > 2, the primary difference between the plane-wave results and

the boundary element results is the spacing of the ripples in the impedance

data. Webster’s model underestimates the effective length of the horn, which

causes the spacing in the ripples to increase. The effective length of the horn

can be increased by considering the expanding wavefront area to be curved

rather than planer. The type of modifications necessary to Webster’s model

have been described by Holland, Fahy, and Morfey [185], but further work with

one-dimensional models in this dissertation would be too great of a digression,

and will not be pursued.
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Figure 4.30: Acoustic resistance at the throat of the exponential horn as
computed from Webster’s plane-wave model and by the boundary element
method. The plane-wave model approximates the terminating impedance at
the horn mouth by a simplified (lumped-element) piston impedance function.
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Figure 4.31: Acoustic reactance at the throat of the exponential horn as
computed from Webster’s plane-wave model and by the boundary element
method. The plane-wave model approximates the terminating impedance at
the horn mouth by a simplified (lumped-element) piston impedance function.



116

4.5 Predicting the Far-Field Radiation Pattern

The driving point impedance of acoustic horns is an important design criterion,

but the far-field directivity is probably of greater importance. The current

generation of horns has been largely designed using empirical data, which is

difficult to gather, and leads to design rules which do not extend well to other

types of horns. Clearly it would be a great advantage in the design process

to have the ability to accurately predict the directivity of a particular horn

without the actual construction and testing of a prototype.

In this section, the far-field directivity of the exponential and tractrix

horns will be measured, and the results compared to those computed via the

boundary element method. Measuring the directivity of an acoustic horn is

inconvenient because of the large distance required between the horn and the

microphone element before the “far field” is actually reached. The measure-

ments are traditionally taken on outdoor ranges, but these suffer from exposure

to the natural elements, and external sources of noise. To avoid the problems

associated with an outdoor range, details for calculating the far-field directivity

from measurements in the near-field are described in this section. Calculating

the far-field directivity from near-field measurements is not new in the area of

microwave antennas, where the technique has been in use since the early 1970’s

[177].

The first step in the near-field measurement technique is to place over

the mouth of the horn a fictitious hemisphere. The pressure in the half-space

external to this hemisphere can be written ([144], page 319)

p(r, θ) =
∞∑

n=0

Bnh
(2)
2n (kr)P2n(cos θ), (4.20)

where h
(2)
2n (kr) is the spherical Hankel function of the second kind of order 2n

(corresponding to outgoing radiation for ejωt time convention), P2n(cos θ) the
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Legendre polynomial of order 2n, and Bn a coefficient in the series. The super-

script (2) in the Hankel functions will be implicitly assumed hereafter. To find

the coefficients in the series expansion for the pressure, multiply equation (4.20)

by P2m and integrate over the interval 0 ≤ x ≤ 1 (where x = cos θ) using the

orthogonality relationship,

∫ 1

0
P2m(x)P2n(x)dx =







0 for m 6= n,

1

4n+ 1
, for m = n. (4.21)

This yields

Bn =
4n+ 1

h2n(ka)

∫ 1

0
p(a, acosx)P2n(x)dx (4.22)

which can be substituted into equation (4.20) to give the pressure at any loca-

tion outside the fictitious hemisphere. To compute the pressure in the far field,

use the relation ([81], page 1573)

lim
kr→∞

h
(2)
2n (kr) = [−1]n

e−jkr

−jkr (4.23)

in equation (4.20) to write the asymptotic value of p,

p(r, θ) ⇒
[

∞∑

n=0

Bn[−1]nP2n(cos θ)

]

e−jkr

−jkr . (4.24)

In practice the number of terms in the series is limited to that necessary for a

sufficiently accurate representation of the pressure.

The on-axis, far-field frequency response of the horns is shown in fig-

ures 4.32 and 4.33. Although both compare quite well with the computed

values, the tractrix does less so than the exponential horn. Below ka = 4, the

ripples in the frequency response from diffraction at the mouth of the expo-

nential horn can be seen in both prediction and measurement. The response

of the tractrix horn is notably smoother in this region because the taper at the

mouth meets the baffle without making an edge. This decrease in diffraction

has been previously documented in measurements of a high-frequency tractrix
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horn [171]. The ripples in the measured responses above ka = 4 are likely to

be caused by the structural resonances in the horn walls.

The far-field directivity is plotted for several values of ka in figures 4.34–

4.41. The fact that the exponential horn agrees more closely with numerical

predictions can once again be attributed to closer tolerances in the mechanical

construction. At a normalized frequency of ka = 24, resonances in the horn

cause noticeable ripples in the pressure at the extreme, off-axis angles.
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Figure 4.32: Far-field, on-axis frequency response of the exponential horn with
respect to pressure at the throat of the horn. Measured far-field response cal-
culated from near-field data. The mouth radius a is used in the normalized
frequency ka. Actual frequency range of measurement: 0–2 kHz. Analyzer
settings: 0–2 kHz bandlimited random noise source, 30 averages, 4096 point
data frames resulting in 1601 frequency points. Program parameters: 350
quadratic elements with 12 point quadrature rule per element. Number of
terms in series expansion of the potential on the impedance sphere were dy-
namically chosen based on values used for rigid, baffled piston. Computation
time: 20.0 hours on a Convex C-220 for 125 frequency points. Note: 180
quadratic element model gives essentially identical results in 14.0 hours on a
80486/66 MHz microcomputer.
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Figure 4.33: Far-field, on-axis frequency response of the tractrix horn with
respect to pressure at the throat of the horn. Measured far-field response cal-
culated from near-field data. The mouth radius a is used in the normalized
frequency ka. Actual frequency range of measurement: 0–2 kHz. Analyzer
settings: 0–2 kHz bandlimited random noise source, 30 averages, 4096 point
data frames resulting in 1601 frequency points. Program parameters: 350
quadratic elements with 12 point quadrature rule per element. Number of
terms in series expansion of the potential on the impedance sphere were dy-
namically chosen based on values used for rigid, baffled piston. Computation
time: 20.0 hours on a Convex C-220 for 125 frequency points. Note: 180
quadratic element model gives essentially identical results in 14.0 hours on a
80486/66 MHz microcomputer.
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Figure 4.34: Far-field directivity of the exponential horn at ka = 2. The
measured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of
the measurement is 405 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaussian
quadrature rule per element, 11 terms in series expansion of potential on
the impedance sphere with 12 point Gaussian quadrature rule. Computation
time: 10.5 minutes on a 80486/33 MHz microcomputer.



122

Figure 4.35: Far-field directivity of the tractrix horn at ka = 2. The mea-
sured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of
the measurement is 405 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaus-
sian quadrature rule per element, 11 terms in series expansion of potential on
the impedance sphere with 12 point Gaussian quadrature rule. Computation
time: 10.5 minutes on a 80486/33 MHz microcomputer.
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Figure 4.36: Far-field directivity of the exponential horn at ka = 4. The
measured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of
the measurement is 810 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaussian
quadrature rule per element, 14 terms in series expansion of potential on
the impedance sphere with 15 point Gaussian quadrature rule. Computation
time: 13.0 minutes on a 80486/33 MHz microcomputer.
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Figure 4.37: Far-field directivity of the tractrix horn at ka = 4. The mea-
sured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of
the measurement is 810 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaus-
sian quadrature rule per element, 14 terms in series expansion of potential on
the impedance sphere with 15 point Gaussian quadrature rule. Computation
time: 13.0 minutes on a 80486/33 MHz microcomputer.
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Figure 4.38: Far-field directivity of the exponential horn at ka = 10. The
measured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of the
measurement is 2026 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaussian
quadrature rule per element, 19 terms in series expansion of potential on
the impedance sphere with 20 point Gaussian quadrature rule. Computation
time: 17.9 minutes on a 80486/33 MHz microcomputer.
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Figure 4.39: Far-field directivity of the tractrix horn at ka = 10. The mea-
sured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of the
measurement is 2026 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaus-
sian quadrature rule per element, 19 terms in series expansion of potential on
the impedance sphere with 20 point Gaussian quadrature rule. Computation
time: 17.9 minutes on a 80486/33 MHz microcomputer.
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Figure 4.40: Far-field directivity of the exponential horn at ka = 24. The
measured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of the
measurement is 4863 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaussian
quadrature rule per element, 35 terms in series expansion of potential on
the impedance sphere with 36 point Gaussian quadrature rule. Computation
time: 28.1 minutes on a 80486/33 MHz microcomputer.
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Figure 4.41: Far-field directivity of the tractrix horn at ka = 24. The mea-
sured far-field directivity was calculated from near-field data. The mouth
radius a is used in the normalized frequency ka. The actual frequency of the
measurement is 4863 Hz. Analyzer settings: 0–2 kHz bandlimited random
noise source, 30 averages, 4096 point data frames resulting in 1601 frequency
points. Program parameters: 180 quadratic elements with 12 point Gaus-
sian quadrature rule per element, 35 terms in series expansion of potential on
the impedance sphere with 36 point Gaussian quadrature rule. Computation
time: 28.1 minutes on a 80486/33 MHz microcomputer.



Chapter 5

Concluding Remarks

Rayleigh’s technique as presented here has met with some difficulty and the

results that seem quite possible from it have not been achieved. The method has

been expanded and clarified as compared to Rayleigh’s original exposition, and

future developments should be more readily achievable as a result of this work.

The idea for a more accurate rate of area expansion has been presented however,

and would extend the range of applicability for Webster’s horn equation if

successful.

A new formulation of the boundary element method has been devel-

oped for radiation problems that can be modeled as if they were in an infinite

baffle. This formulation avoids the uniqueness difficulties associated with exte-

rior formulations of the boundary element method typically used in radiation

problems. This method has been used to solve the problem of a rigid piston

in an infinite baffle and is extremely accurate in simultaneously predicting the

driving point impedance and the far-field directivity.

Two techniques for measuring acoustic impedance have been developed

and compared. The methods show relatively good agreement, but the reaction

on the source technique of measuring impedance has been found to be more

difficult and less accurate than the new implementation of the two-microphone

technique. The implementation of the two-microphone technique that has been

described is easy to use, yet extremely accurate and precise.

129
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The concept of a near-field range has been introduced into acoustic

testing of horns. The method has been shown to be very accurate and easy to

implement. Using the near-field range simplifies the measurement of far-field

directivity considerably by eliminating exposure to the natural elements and

external sources of noise.

The throat impedance and directivity of the tractrix and exponential

horns have been measured and compared. Contrary to long-standing beliefs,

the exponential horn was not found to demonstrate optimal low-frequency load-

ing or directivity control. The tractrix horn displayed greater resistive and less

reactive loading than the exponential horn. It is also apparent that the rapid

flare at the mouth of the tractrix horn results in smaller reflections, which leads

to a more monotonic throat impedance. The impedance of the exponential horn

contained much larger “ripples,” which are a result of the abrupt termination

at the mouth. The smooth flare at the mouth of the tractrix horn also resulted

in decreased diffraction which yields a smoother on-axis frequency response,

and a smoother directivity pattern. The comparison of the horn measurements

with predictions by the boundary element method program has revealed the

importance of maintaining tolerances in the horn design.

5.1 Suggestions for Further Study

Rayleigh’s method for solving the wave equation within a tapered waveguide

has merit and warrants further study. Because the method includes the mode

conversion resulting from the change in cross-sectional area of the waveguide,

the method has the potential to yield an accurate approximation of the rate

of area expansion to be used in Webster’s horn equation. This expansion rate

will be frequency dependent and would extend the useful frequency range of

Webster’s model.

The boundary element method presented in this work can be extended
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in a straightforward manner to rectangular horns. The rectangular horn will

require a two-dimensional element such as a nine-noded quadrilateral, and the

associated Legendre polynomials would have to be used to represent the po-

tential on the impedance sphere. The symmetry of a rectangular horn is such

that only one quadrant of the horn need be modeled.

The robustness of the boundary element method should be explored. It

is of practical importance to know the relative affect of the various numerical

parameters on the accuracy of the solution. The maximum efficiency of the

technique cannot be exploited until this is known. Although it is expected that

the parameters would be problem dependent, certain “rules” could probably be

established for particular problems such as modeling acoustic horns. Once the

optimal efficiency of the numerical algorithms is established, it should be pos-

sible to combine the boundary element program with an additional numerical

algorithm to optimize the directivity of the horn while maintaining a moderate

impedance match between the driver and the horn.

The measurement system used to find the far-field directivity from the

near-field pressure should be extended to rectangular horns. The near-field

pressure would now have to be measured over a quadrant of the fictitious

hemisphere across the mouth of the horn rather than the one dimensional arc

that was used in this work. It would also be useful to compare the far-field

results from the near-field technique with the directivity actually measured in

the far field. This would eliminate any concerns about the accuracy of the

method.
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Appendix A

Electromagnetic—Acoustic Analogies

Analogies are often useful in helping us understand something new in terms of

what we already know. Many instructors use these kinds of tools in the class-

room when explaining things such as an electrical resistor–inductor–capacitor

system in terms of an equivalent mechanical spring–mass–damper system. The

mass vibrating on the end of a spring is something that most people are familiar

with, perhaps from playing with a paddle-ball or a slinky toy. This familiarity

gives some “instant” intuition about the new system being introduced.

Another educational tool is to say that something is similar to some-

thing else. Although this may help in understanding a particular phenomenon,

it is important to distinguish between “analogy” and “similarity.” Solving dif-

ferential equations for some people may be as easy as catching fish in a barrel.

These two activities are similar in that they are both “easy” (for those lucky

people), but the activities themselves are hardly analogous. An analogy only

results if each and every member of the first system has a direct counterpart in

the analogous system that plays an equivalent role. Mathematically worded,

both systems must have defining equations that can be made exactly the same.

If the mathematical models for two systems can be made to be exactly the

same, without losing the important physics in the problem, then the analogy

will be useful. This type of analogy is what we seek in this section.

134
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A.1 Motivation

Acoustic horns were first analyzed in a thorough manner by A. G. Webster

who presented his work in December of 1914 at a meeting of the American

Physical Society in Philadelphia. The rapid advancement in the telephone and

radio industry at that time caused a flurry of research over the next 20 years,

after which most important design issues (based on Webster’s one-dimensional

theory) had been handled.

The theory of acoustic horns was largely complete before electromag-

netic (EM) horns began to appear. Although the electromagnetic horn was

seen in demonstrations at the Royal Institution in London as early as 1897 by

Professor J. Chunder Bose, the theory and production of EM horns lay dor-

mant until the advent of World War II. High-gain transmitters were needed

by the war effort to identify aircraft and assist in their navigation and landing.

The first publication which analyzed radiation from a true horn was by Barrow

and Chu [58] in 1939.∗ Since that time, the state-of-the-art in EM horns has

progressed rapidly.

In view of the tremendous amount of recent work with EM horns [133],

it would be reasonable to wonder if an analogy could be made between the

electromagnetic horn and the acoustic horn. Once such an analogy was in

place, acoustics would benefit from any progress made in electromagnetics and

vice versa.

A.2 Fundamental Differences and Similarities

The physics behind electromagnetic waves and acoustic waves is very different.

Acoustic radiation occurs when there is a time-varying fluctuation in the den-

sity of an elastic medium. The speed of the elastic wave propagation depends

∗See J. F. Ramsay [93] for the pre-1900 history of microwaves.
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intimately upon the material properties of the medium. Electromagnetic radi-

ation occurs in the presence of time-varying electric or magnetic fields that are

caused by the acceleration of electric charge and can travel in a vacuum. Even

though the fundamental physics is so different for electromagnetics and acous-

tics, there are still many reasons that we might suspect an analogy between

them to exist. Many phenomena are similar for both types of waves.

Both electromagnetic and acoustic media support wave propagation

with and without dispersion. Electrical conduction in electromagnetics causes

dispersion, which results from viscosity and heat loss in acoustics. At very high

frequencies, both acoustic and electromagnetic theories must account for the

atomic or molecular properties of the medium. Electromagnetics must account

for atomic resonances if the medium of propagation is not free space. At these

resonance frequencies, absorption and dispersion become very pronounced. In

acoustics, absorption and dispersion become very pronounced when the period

of the acoustic waves is on the order of the relaxation time† of the molecules

that make up the medium.

A.3 Analytic Similarities

The analytic similarities between electromagnetics and acoustics create many

parallels in the methods of analysis, as mentioned by texts covering both fields

of study [109, 156, 96, 117], but precise analogies are not easily found. The

basic nature of the difficulty arises from the fact that Maxwell’s equations are

not curl-free and the linear acoustic equations are curl-free. This irrotational

nature of the waves in linear acoustics allows the vector problem in acoustics

to be posed as a scalar problem by introducing a scalar potential function.

This would lead one to think that useful analogies between electromagnetics

†The relaxation time is the time taken by a molecule, after having absorbed some energy,
to re-emit it.
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and acoustics will be limited to electromagnetic fields that can be expressed

in terms of a scalar potential. An analogy of this type is seen between two-

dimensional electrostatics (curl-free fields) and incompressible, steady-state,

two-dimensional fluid flow. An analogy of this completeness will be difficult to

find for compressible fluids which have a nonzero divergence.

To further explore these analytic parallels, consider the differential form

of Maxwell’s equations that model the propagation of electromagnetic waves

in a source-free medium:

∇× E = −µ∂H
∂t

(A.1)

∇× H = ε
∂E

∂t
. (A.2)

The boldface quantities E and H represent the vector electric and magnetic in-

tensities, respectively, while µ and ε are the magnetic permeability and electric

permittivity respectively and represent the material properties of the media.

These equations are to be compared to the momentum and continuity equations

for linear acoustics:

∇p = −ρ0
∂u

∂t
(A.3)

−∇ · u =
1

ρ0c20

∂p

∂t
(A.4)

Although suggestive, no direct analogy can be made at this point. In general,

it is troubling that the electromagnetic equations are not curl-free and the

linearized acoustic equations are curl-free, or irrotational.

To arrive at wave equations for each medium, take the curl of equa-

tion (A.1) and substitute for ∇× H from equation (A.2) to yield:

∇×∇× E = −µ ∂
∂t

(

ε
∂E

∂t

)

(A.5)

Now use the vector identity

∇×∇× E = ∇ (∇ · E) −∇2E (A.6)
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and the fact that the divergence of E must be zero in a source-free field to give

the vector wave equation:

∇2E − µε
∂2E

∂t2
= 0. (A.7)

In a completely symmetric manner, the vector wave equation for the magnetic

field intensity can be found to be

∇2H − µε
∂2H

∂t2
= 0. (A.8)

To derive the acoustic wave equation for pressure p, take the divergence of

equation (A.3) and subtract it from the time rate of change of equation (A.4)

to arrive at

∇2p− 1

c20

∂2p

∂t2
= 0. (A.9)

For the velocity wave equation, take the gradient of equation (A.4) and subtract

it from the time rate of change of equation (A.3) resulting in

∇ (∇ · u) − 1

c20

∂2u

∂t2
= 0. (A.10)

Combine this result with the vector identity in equation (A.6) and the fact that

the acoustic velocity field is curl-free to give the vector wave equation in the

acoustic velocity:

∇2u − 1

c20

∂2u

∂t2
= 0. (A.11)

The wave equations for acoustics and electromagnetics are almost identical ex-

cept for the detail that the wave equation for pressure is a scalar one, to be

contrasted to the vector wave equation for the electric field E. Note that this

increased similarity came about after eliminating the more fundamental rela-

tionships of Faraday and Ampère from Maxwell’s equations, and momentum

and continuity from acoustics. It can be seen from comparing the vector and

scalar wave equations that the velocity of propagation for the electromagnetic

wave is given by 1/
√
µε.
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Looking at the equations for energy also leads one to suspect some sort

of analogy between electromagnetics and acoustics. After doing a unit analysis,

it is seen that the product of E and H has the units of power per unit area.

To derive the energy flux equation, dot Faraday’s equation with H and dot

Ampère’s equation by E and use the vector identity

∇ · (E × H) = H · (∇× E) − E · (∇× H) . (A.12)

Now integrate over a volume and use the divergence theorem to obtain:

∮

surface
(E × H) · dS = − ∂

∂t

∫

volume

(
1

2
µH2 +

1

2
εE2

)

dv. (A.13)

The scalar quantities E2 and H2 are the usual notation for E · E and

H · H respectively. We can obtain a strikingly similar equation by an almost

identical method in the acoustic case by dotting the momentum equation by

the velocity and multiplying the continuity equation by the pressure, adding

the result and integrating over a volume which gives:

∮

surface
(pu) · dS = − ∂

∂t

∫

volume

(

1

2
ρ0u

2 +
1

2

p2

ρ0c20

)

dv. (A.14)

If the density ρ0 is equivalent to the permeability µ, and the quantity

representing the acoustic compliance per unit volume, 1/ρ0c
2
0, is equivalent to

permittivity ε, then the sound speed is analogous to the light speed. This gives

a nice equivalence between the right hand sides of the above equations, but

the problem of two vectors in electromagnetics versus one vector in acoustics

remains. It would seem that a general analogy between electromagnetics and

acoustics is not possible. In order to find an analogy, it is necessary to further

restrict the system in which the analogy is to exist.
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A.4 Guided Waves

In unbounded space far away from any supporting structures, all electromag-

netic wave propagation approaches that of a plane wave, or TEM type.‡ It is

possible to establish an analogy between plane waves in electromagnetics and

plane waves in acoustics, but this type of wave propagation is not possible in

hollow waveguides, so the analogy is not of direct use for acoustic horns. TEM

wave propagation is possible on different types of transmission lines and this is

why an analogy is possible between electrical transmission lines and acoustic

transmission lines.

Only after introducing approximations for a very specific situation, such

as a transmission line, have useful analogies been found. Even in these special

situations the analogy is not complete, i.e. there is only an analogy between

current and velocity, potential and pressure and the analogy does not extend

back to the electric and magnetic fields themselves. Even in the simple case of a

TEM wave on a transmission line, it would be difficult to make any analogy with

boundary conditions that included charges and currents. Also, it is difficult

to imagine how TEM waves could exist within an EM horn. A TEM wave in

electromagnetics is analogous to the 00-mode or plane-wave mode in an acoustic

media. There is no frequency dependence of the phase speed or the impedance

of the media. Both of these are possible in acoustics but a plane wave mode in

EM cannot exist within the confines of a waveguide (such as a horn). TE or TM

waves can exist and the sum of these would be neither TE, TM, or TEM. Both

TE and TM modes have perfect analogies, but each of these require conflicting

boundary conditions in acoustics so the sum of the two problems would not be

physical for the case of an acoustic waveguide. Also, neither TE or TM has a

00-mode for energy propagation. This means that when an analogy is found, it

‡A TEM (Transverse Electromagnetic) wave is a wave in which the electric and magnetic
field intensities are in a direction transverse to, or normal to, the axis of propagation.
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will not include the 00-mode, which is the dominant mode for acoustic horns.

For TEM waves a perfect analogy can be drawn between acoustic waves

and electromagnetic waves. TEM waves do not have a cut-off frequency,

whereas TM and TE waves do. For transmission lines, a TEM mode is possible

so it is possible to draw a complete analogy between acoustic waves and elec-

tromagnetic waves, but for single conductor waveguides, a TEM mode cannot

be supported, so a practical analogy seems unlikely.
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[30] H. Bouasse, Tuyaux et Résonateurs, Librairie Delagrave, 15, Rue Soufflot,
15, Paris, 1929.



148

[ Chapter 10 is on the theory of cones and contains a derivation of Web-
ster’s equation beginning with the Helmholtz equation. Cylindrical, conical,
exponential, and Bessel contours are considered. No references. ]

[31] Kôzi Satô, “On the Sound Field due to a Conical Horn with a Source at
its Vertex,” Japanese Journal of Physics, 5(3):103–109, 1929.

[ Discusses directional radiation from a conical horn based on a curved surface
at the mouth. The conical horn is assumed to be mounted in a rigid sphere.
Purely spherical waves are assumed inside the horn for both the sound source
and the wave reflected from the horn mouth. An analytical solution of the
wave eq. is assumed exterior to the horn the interior/exterior solutions are
then matched at the mouth to find the modal coefficients. Directivity pattern
are plotted for both near and far field for several opening angles of the conical
horn. This solution is more or less equivalent to finding the directivity pattern
of a spherically-curved circular piston. I would expect that the solution is fairly
valid except that it could not be used for the interior pressure field. ]

[32] George Walter Stewart (1876–1956) and Robert Bruce Lindsay (1900–),
ACOUSTICS, A Text on Theory and Applications, pages 132–158, D.
Van Nostrand Co. Inc., 250 Forth Ave., New York, 1930.

[ Plane-wave theory is utilized in all work presented here. Impedance theory
is discussed and exponential, conical, hyperbolic and parabolic horns are all
treated. Discusses end correction for an open tube. Applies reciprocal theorem
of Helmholtz to horns. Note: Refers to cut-off of exponential as “spurious
result” on p. 146. ]

[33] C. R. Hanna, “Theory of the Horn-Type Loud Speaker,” Journal of the
Acoustical Society of America, 2:150–156, 1930.

[ An early tutorial that reviews the relevant theory behind horn loudspeakers.
The transformer nature of the horn is covered, as well as throat size, mouth
size, flare rate, and easy design methods for exponential horns. ]

[34] Irving Wolff and Louis Malter, “Directional Radiation of Sound,” Journal
of the Acoustical Society of America, 2:201–241, October 1930.

[ An early measurement of the directivity of a rectangular mouthed horn
driven by an 8 in. cone-type driver. ]

[35] Harry F. Olson, “A New High Efficiency Theatre Loudspeaker of the
Directional Baffle Type,” Journal of the Acoustical Society of America,
2:485–498, April 1931.

[ Gives the equations and equivalent circuit model of a low frequency horn
driven by a cone-type driver. Efficiency is predicted and compares well to
measurements. ]

[36] Edward W. Kellogg, “Means for Radiating Large Amounts of Low Fre-
quency Sound,” Journal of the Acoustical Society of America, 21:94–110,
July 1931.



149

[ Arguments are made to determine how many acoustic watts are needed for
sound reproduction and what type of reproduction devices would be able to
deliver this power. Baffled arrays and horn loaded assemblies are discussed.
Of particular interest are the figures showing exponential horns fitted to room
corners. Kellogg also mentions that the horn would have to be folded for most
practical applications. This may be what sparked Paul Klipsch’s idea for his
corner horn [60]. ]

[37] Whitaker, Physics in Sound Recording, Institute of Physics, November
1931.

[ This paper presents electromechanical analogies for the gramophone and
reports on the general progress of the transducers which are relying less and
less on resonance and thus have flatter frequency responses. Reference from
Wood’s Acoustics [61, p. 523] ]

[38] Horance Lamb, Hydrodynamics, sixth edition, Cambridge University
Press, 1932. Republished by Dover, 1945.

[39] P. B. Flanders, “A Method of Measuring Acoustic Impedance,” Journal
of the Acoustical Society of America, 4:402–410, 1932.

[ Describes an apparatus that uses two know loads (anechoic and rigid) to
find the impedance of a third unknown load. Data is presented showing the
impedance of a cylindrical tube, a conical and exponential horn, and a hole in
a thin plate. Mention is made that Kennelly and Kurokawa were probably the
first to attempt to measure acoustic impedance. ]

[40] William M. Hall, “Comments on the Theory of Horns,” Journal of the
Acoustical Society of America, 3:552–561, 1932.

[ Hall points out the many assumptions made in the current horn theory: i)
uniform, isotropic fluid, ii) neglect viscosity in medium and on wall iii) ignore
effect of gravity iv) irrotational motion and v) infinitesimal vibration. Exper-
imental data is shown of the pressure fields within a conical and exponential
horn and it may be clearly seen that the planar theory is in error. This paper is
somewhat classic in that it contains the first published measurements (to the
author’s knowledge) of the entire acoustic pressure field interior to a horn and
including the mouth region. Notes: The “velocity of propagation” is explicitly
defined here as c ≡

√

γP0/ρ0. This work was part of a thesis at Massachusetts
Institute of Technology under the direction of Prof. Fay, 1932. ]

[41] William M. Hall, An Investigation of Sound Fields in Regions Restricted
by Finite Boundaries, Master of Science Thesis, Massachusetts Institute
of Technology, 1932. (79 pages)

[ This thesis describes in detail the background work for the above paper in
J.A.S.A. Also described are the condenser microphone construction and throat
impedance measurements. Notes: Thesis was signed off on Sept. 26, 1931 by
R. Fay. ]



150

[42] Rocard, “Sur la propagation des ondes sonores d’amplitude finie,” “The
Propagation of Sound Waves of Finite Amplitude,” Comptes rendus heb-
domadaires des seances de l’Academie des sciences, 196:161–164, 16 Jan-
uary 1933. ISSN: 0001-4036, OCLC: 1124612

[ In the first theoretical analysis of finite amplitude effects in the exponential
horn, Rocard shows that appreciable amplitude distortion can be introduced
in a high efficiency wide frequency range horn by the non-linearities of the air
in the horn throat. His result predicts second harmonic power generation that
is 6 dB too high (see Goldstein and McLachlan, 1935 [48]). ]

[43] N.[orman] W.[illiam] McLachlan, LOUD SPEAKERS, Theory, Per-
formance, Testing and Design, pages 177–197, Clarendon Press, Oxford,
1934. (corrected edition published by Dover, 1960)

[ McLachlan gives the clearest exposition in his day of conical, exponential, and
Bessel horns. Phase velocity is defined as c′ = ω/k although he refers to it as
“velocity of propagation” in some instances. The most extensive discussion to
date concerning reflections at the mouth is contained here. For finite length, the
impedance that an infinite horn would have at the mouth of the finite length
horn is assumed correct. It is shown that a piston is a good approximation
of the termination impedance for 1.25 < ka < 2.0 but not outside of this.
Hanna and Slepian [16] gave physical arguments for the proper mouth size.
McLachlan points out that “To simulate the horn termination identically, not
only the impedance but the spatial distribution of radiation would have to be
reproduced.” The equation modeling finite amplitude propagation in conical
and exponential horns is derived but no solution is presented (see McLachlan
[72]). Extensive design information is given for practical horn design including
measurements of frequency response and directivity. ]

[44] N. W. McLachlan, Bessel Functions for Engineers, Oxford at the Claren-
don Press 1934, second edition 1955.

[ A complete analysis of the Bessel horn along with a proof that the Bessel
horn of infinite order tends to an exponential horn. ]

[45] E. C. Wente and A. L. Thuras, “Loud Speakers and Microphones,” Bell
Systems Technical Journal, 13:259–277, 1934.

[ Discussion of the principles of design for an exponential horn are discussed.
Emphasis is on avoidance of distortion due to finite amplitude effects in air,
and varying force factor B`, due to excessive excursion of diaphragm. ]

[46] Stanford Goldman, “Supersonic Measurement of the Directional Charac-
teristics of Horns,” Journal of the Acoustical Society of America, 5:181–
195, January 1934.

[ This paper exploits scaling by making a small horn and driving it with a high
frequency source. Goldman states, “Since the sound radiated from a horn in
any direction is purely a diffraction phenomenon, its low frequency values can
be determined by making a smaller, geometrically similar horn and measuring
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its directional characteristics at a higher frequency, if the wave-length of the
sound is reduced in the same ratio as the linear dimensions of the horn.”
Directional information is plotted but due to the organization of the material,
is difficult to interpret. Added is a discussion of physics at the mouth of the
horns.

Note the use of “supersonic” in the title instead of “ultrasonic”. ]

[47] A. L. Thuras, R. T. Jenkins, and H. T. O’Neil, “Extraneous Frequen-
cies Generated in Air Carrying Intense Sound Waves,” Journal of the
Acoustical Society of America, 6:173–180, 1935.

[ Second harmonic distortion due to finite-amplitude effects is measured in a
tube and an exponential horn. Experimental data is presented and the results
are impressively close to the theoretical predictions based on: i) the second
harmonic is generated according to the local pressure along the length of the
horn, and ii) the second harmonic propagates in the same manner as the
fundamental. ]

[48] S. Goldstein and N. W. McLachlan, “Sound Waves of Finite Amplitude
in an Exponential Horn,” Journal of the Acoustical Society of America,
6:275–278, April 1935.

[ A theoretical analysis of second harmonic generation in a tube and exponen-
tial horn. One example is worked that illustrates how to design a horn to avoid
more than −30 dB (standard for high-fi) of second harmonic distortion. The
authors point out that Y. Rocard’s [42] (1933) result is incorrect (6 dB too high
on 2nd harmonic power) due to confusion between Eulerian and Lagrangian
coordinates. ]

[49] P. Wilson, “Tractrix Horns,” The Gramophone, 12:119–120, August
1935.

[ Questions assumptions behind tractrix horn and presents a table for making
tractrix contours. ]

[50] John K. Hilliard, “A Study of Theatre Loud Speakers and the Resultant
Development of the Shearer Two-Way Horn System,” Academy research
Council Technical Bulletin, 1936 Volume, pages 1–28, 3 March 1936.

[ Note: Douglas Shearer was the head of the Metro-Goldwyn-Mayer sound
department and responsible for bringing about and directing this project. De-
velopment was engineered by Hilliard.

This is the only reference found that completely discusses the design and con-
struction of a horn loudspeaker followed by results and discussion. The horns
used in the two-way design were of the exponential type. The high frequency
horn was multi-celled and the low frequency horn was folded. The system
boasts a newly designed radial phase plug in the compression horn driver de-
signed by James B. Lansing.

Also published in: Research Council of the Academy of Motion Picture Arts
and Sciences, Motion Picture Sound Engineering, pp. 97–115, D. Van Nostrand
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Company, Inc., 1938. Note: Douglas Shearer was the technical representative
for Metro-Goldwyn-Mayer Studios for the writing of this engineering text.

“Even today this system represents the state of the art in sound systems.,”
Ivor D. Groves, Jr., Acoustic Transducers, Benchmark papers in acoustics, v.
14, Editor’s comment, p. 153, Hutchinson Ross Pub. Co., 1981.

“When the knowledgeable observer considers that the systems these men de-
signed and the concepts they developed are essentially still state-of-the-art in
a competitive professional sound marketplace, one is aware of the power of a
leader such as John Hilliard.” Don Davis, Editor’s Note, Journal of the Audio
Engineering Society, 26:843–850 (1978). ]

[51] Philip M. Morse, Vibration and Sound, second edition, pages 265–293,
McGraw-Hill 1948, first edition 1936, reprint by the American Institute
of Physics in 1981.

[ Over 20 pages concerning propagation of sound in horns. This text seems to
be the first work that discusses the physics behind one-parameter waves in a
horn and when they are applicable. Presents a general family of horn shapes
(second edition only) from Salmon’s work (1946) and goes on to explicitly
study the conical horn, exponential horn and catenoidal horn. He discusses
transmission coefficient, reflection from the open end, and a design problem
for the conical horn.

Some confusion about the speed of sound propagation in passed on here by the
statement, “This wave travels out of the horn with ever diminishing amplitude,
with a velocity (c/τ) larger than the speed of sound in the open.” although it is
clear that Morse understands that he is talking about the phase velocity, which
he defines on page 154 as the velocity of propagation for a simple harmonic
wave. ]

[52] N. W. McLachlan and A. T. McKay, “Transient oscillations in a loud
speaker horn,” Proceedings of the Cambridge Philosophical Society. Math-
ematical and Physical Sciences. 32:265–?, 1936.

[53] Harry F. Olson, “Horn Loud Speakers, Part I. Impedance and Directional
Characteristics,” RCA Review, 1(4):68–83, April 1937.

[ Discussion centers on exponential horns although conical horns are shown
to be inferior in ratio of resistance to reactance at the throat. The effect of
finite length is clearly revealed in a series plotting throat impedance for horns
of varying lengths. Much discussion and many figures of experimental data are
devoted to directional characteristics of exponential horns. It is found that the
horn radiates the same pattern as a piston when the operating wavelength is
equal to or greater that the mouth diameter, and is determined by the flare
for wavelengths smaller than a mouth diameter. A ring type horn and a multi-
celled horn are discussed and measured directivity patterns shown. A practical
method for predicting directivity patterns of multi-celled horns is given. ]

[54] Harry F. Olson, “Horn Loud Speakers, Part II. Efficiency and Distortion,”
RCA Review, 2(2):265–277, October 1937.
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[ Efficiency vs. throat chambers, and temperature is discussed and results
shown. Olson, concerned with non-linear distortion, states, “The distortion
due to non-linearity of the air is, at the present time, one of the most important
as well as troublesome factors in the design of high efficiency loudspeakers for
large outputs.” Distortion due to non-linear compliance in the throat is also
examined, but is found to be small relative to the non-linear compliance of the
loudspeaker suspension. ]

[55] A. J. Sanial, “Graphs for Exponential Horn Design,” RCA Review,
2(2):97–102, 1937.

[ This is a paper written for design engineers constructing exponential horns.
It contains plots which allow rapid graphical solutions based on equations given
in Crandall’s text. ]

[56] Frank Massa, “Horn-Type Loud speakers—A Quantitative Discussion of
Some Fundamental Requirements in Their Design,” Proceedings of the
Institute of Radio Engineers, 26(6):720–?, June, 1938.

[57] Frank Massa, “Temperature Reduction in High-powered Loudspeakers,”
RCA Review, 3(2):196–202, October 1938.

[ Massa has the clever idea here to increase the power handling of a loudspeaker
(which is usually limited by the inability to conduct heat from the voice coil
which results in an increase in resistance followed by thermal failure) by placing
helium or hydrogen in the voice coil gap instead of air. Both of these gases
have heat conduction properties superior to air. Massa demonstrates up to five
times greater power handling and much less increase in voice-coil resistance
due to cooler operation. ]

[58] W. L. Barrow and L. J. Chu, “Theory of the Electromagnetic Horn,”
Proceedings of the Institute of Radio Engineers, 27:51–64, January 1939.
Republished in Electromagnetic Horn Antennas, by A. W. Love, IEEE
Press, 1976.

[59] J. E. Freehafer, “The Acoustical Impedance of an Infinite Hyperbolic
Horn,” Journal of the Acoustical Society of America, 11:467–476, April
1940.

[ This paper seems to be the first publication showing the three-dimensional
solution to the wave equation in a coordinate system other than spherical (for
conical horn). The horn studied is in the form of a hyperboloid of one sheet
and the wave equation separates in the oblate spheroidal coordinates. Throat
impedance is plotted showing low frequency superiority to the conical horn. ]

[60] Paul W. Klipsch, “A Low Frequency Horn of Small Dimensions,” Jour-
nal of the Acoustical Society of America, 13(2):137–144, October 1941.
Reprinted with additional comments by the author in Journal of the Au-
dio Engineering Society, 27(3):141–148, March 1979.
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[ This paper introduces the prototype of the classic Klipschorn, corner-horn
loudspeaker, which is still in production. One of the big arguments for horn
loading in the low-frequency region is the reduced cone motion that results,
leading to less overall distortion because the nonlinearity of the loudspeaker’s
suspension is the primary cause of distortion. ]

[61] Alexander Wood (1879–1950), Acoustics, pages 114–122, 530–535, Inter-
science Publishers, Inc., 1941.

[ Discusses the derivation of the horn equation and goes on to consider the
conical and exponential contours and actual applications. I found the most
interesting material on pages 188–190 which present the horn used in an early
application for collecting sound and identifying the direction that it came from.
One device referred to as the Claude orthophone was used by the French during
WW I to locate gunfire and another used to locate aircraft. ]

[62] Paul W. Klipsch, “Improved Low-Frequency Horn,” Journal of the Acous-
tical Society of America, 14(3), January 1943.

[63] Paul W. Klipsch, “A Note on Acoustic Horns,” Proceedings of the I.R.E.,
(Institute of Radio Engineers), 33:447–449, 1945.

[ Using the impedance equation given by Olson in “Horn Loudspeakers,”
it is pointed out that the resistive component of the throat impedance of a
finite exponential horn does not go to zero below the cut-off frequency of
the horn as is often thought, but sound radiation will still occur. Practical
value of performance below cut-off is discussed (limits excursion, and reduces
subsequent harmonic distortion). ]

[64] J. B. Lansing and J. K. Hilliard, “An Improved Loudspeaker Sys-
tem for Theaters,” Journal of the Society of Motion Picture Engineers,
45(5):339–349, November 1945.

[ This work describes the first straight-bass, horn-loaded loudspeaker for mo-
tion picture theaters. The low frequency unit utilizes horn loading except at
the lowest frequencies where the cabinet functions as a bass reflex enclosure.
New features include: Alnico No. 5 permanent magnets and replaceable di-
aphragms. The efficiency of the high frequency unit at 1000 Hz is noted as
108 dB at 5 ft with 1 W of electrical power. These horns replaced the Shearer
horns [50] as the dominant motion picture loudspeaker. ]

[65] Paul W. Klipsch, “A High-Quality Loudspeaker of Small Dimensions,”
Journal of the Acoustical Society of America, 17(2), January 1946.

[66] Vincent Salmon, “Generalized Plane Wave Horn Theory,” Journal of the
Acoustical Society of America, 17(3):199–211, January 1946.

[ Salmon assumes a power series representation of the horn contour and ma-
nipulates the Webster horn equation into the one-dimensional Schrödinger
equation. The effect of horn contour and frequency are separated. Establishes
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a general formula for determining the “cut-off” frequency of any plane-wave
horn. Manipulates horn equation into the Ricatti equation. The plane-wave
admittance of a horn is shown to be best represented by parallel resistance
and mass elements. Horns of similar performance to conical horns are synthe-
sized and theoretical vs. experimental values of pressure along the horn axis is
plotted. ]

[67] Vincent Salmon, “A New Family of Horns,” Journal of the Acoustical
Society of America, 17(3):212–218, January 1946.

[ Given a desired conductance at the throat of a power type horn, a horn
contour is synthesized. The possible contours are shown to be bounded by
the conical and hyperbolic cosine shapes. This paper represents a landmark in
horn design since it is the first to include a method for synthesizing a general
horn contour. The first discussion of hyperbolic horns. ]

[68] Harry F. Olson, Elements of Acoustical Engineering, second edition, D.
Van Nostrand Company, 1947.

[69] Harold Levine and Julian Schwinger, “On the Radiation of Sound from
an Unflanged Circular Pipe,” Physical Review, 73(4):383–406, 1948.

[ This is a theoretical solution of a long-standing problem. Included is the
often discussed end correction for the open pipe. The directivity pattern is
also plotted showing that the main lobe is nearly identical to that of a baffled
piston. ]

[70] Osman K. Mawardi, “Generalized Solutions of Webster’s Horn Theory,”
Journal of the Acoustical Society of America, 21(4):323–330, July 1949.

[ Comments on the validity of Webster’s horn theory at low frequency and
says, “The high frequency transmission characteristics are not so important,
since the behavior of all horns at high frequencies is very nearly the same.”
Mawardi is probably referring to the impedance behavior. Transforms Webster
horn equation into the Ricatti equation for the impedance and shows its supe-
riority for finding impedance in some cases. Shows that the exponential horn
is the only horn whose frequency characteristics remain unchanged along its
length. Mawardi makes use of two-port networks and transmission line theory
to represent horns of finite length and discusses a technique for finding the
input impedance for a horn of arbitrary contour. As a terminating impedance
for the horn cap, Mawardi expresses that the spherical impedance function is
better than the piston impedance function. ]

[71] Winston E. Kock and F. K. Harvey, “Refracting Sound Waves,” Journal
of the Acoustical Society of America, 21(5):471–481, 1949.

[ Sparked by research on dielectric lenses for microwave transmitters, Kock
presents this work which would seem to be the first publication regarding using
diffraction lenses for altering radiation patterns of horns and conventional cone
type loudspeakers. A pyramidal horn is shown with a diffraction grating and
data is taken for both with and without the grating. The pyramidal horn
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used for the tests is actually a microwave horn. Note the H-band rectangular
waveguide used as the throat of the horn. ]

[72] N. W. McLachlan, Ordinary Non-Linear Differential Equations in En-
gineering and Physical Sciences, Appendix I, Oxford University Press,
1950.

[ Appendix I contains a detailed solution for finite amplitude one-dimensional
wave propagation within an exponential horn. The discussion includes trans-
mitted power and influence of flare on second harmonic. ]

[73] Lawrence E. Kinsler and Austin R. Frey, Fundamentals of Acoustics,
pages 298–318, John Wiley and Sons, Inc., 1950.

[ Chapter 11 gives a very clear introduction to one-dimensional horn theory.
Contains several interesting comments concerning cut-off and exponential vs.
conical horns. Contrast the following words with Ballantine (1927) who also
expressed disbelief in a cutoff frequency: “In contrast to the simple theory
developed above, experimental observations indicate that acoustic waves are
propagated through an exponential horn both at and below the cut-off fre-
quency, although the acoustic power transmitted is greatly reduced. The ori-
gin of this discrepancy is undoubtedly in the failure of some of the simplifying
assumptions made in the derivation of the approximate wave equation.” Cran-
dall (1927) is obviously not the only one to disagree with the conclusions in
Goldsmith and Minton’s paper (1924) [17] since Kinsler and Frey state “...and
even below the cut-off frequency, where the exponential horn is theoretically
inferior to the conical horn, actual experimental measurements show that this
is not true.” ]

[74] C. T. Molloy, “Response Peaks in Finite Horns,” Journal of the Acoustical
Society of America, 22(5):551–557, 1950.

[ An expression is derived to predict axial response in a hyperbolic horn.
Measured response vs. predicted response is shown to confirm theory. Using
Levine and Schwinger’s results, Molloy plots the radiation impedance of the
unbaffled tube. Although not mentioned, the radiation impedance is much
closer to that seen by a baffled piston source than seen by a spherical source. ]

[75] G. J. Thiessen, “Resonance Characteristics of a Finite Catenoidal Horn,”
Journal of the Acoustical Society of America, 22(5):558–562, September
1950.

[ Expressions are given for impedance of a finite catenoidal horn and compar-
isons made with conical and exponential horns. ]

[76] Fred B. Daniels, “On the Propagation of Sound Waves in a Cylindrical
Conduit,” Journal of the Acoustical Society of America, 22(5):563–564,
September 1950.

[ The author uses an equivalent circuit analogy to add the effect of heat
conduction and viscosity and shows that this approach matches the limiting
cases solved by Rayleigh for very narrow and very wide tubes. ]
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[77] J. E. White, “A Method for Measuring Source Impedance and Tube At-
tenuation,” Journal of the Acoustical Society of America, 22(5):565–568,
September 1950.

[ Describes a method similar to that used by standing wave tubes that is
useful for measuring attenuation and velocity of sound in gases and also useful
for rapid measurement of sound source impedance. ]

[78] Paul W. Klipsch, U.S. Patent 2537141, January 9, 1951. (Application
date, June 15, 1945)

[ In an effort to approach the performance achieved by the more costly multi-
celled exponential horns, Klipsch presents the earliest example of a sectoral
type horn. This horn has inserts in the throat to separate the wave front into
the desired radius of curvature. The figures describe an exponential type horn
but claim the feature may be applied equally well to other types of horns. ]

[79] A. F. Stevenson, “Exact and Approximate Equations for Wave Propaga-
tion in Acoustic Horns,” Journal of Applied Physics, 22(12):1461–1463,
December 1951.

[ A general method of solving horn problems is presented. The horn is divided
into multiple tubes and the velocity potential in each tube is expanded into
its eigenfunctions and matched to the next and the previous sections. ]

[80] Bart N. Locanthi, “Application of Electric Circuit Analogies to Loud-
speaker Design Problems,” Institute of Radio Engineers Transactions on
Audio, volume PGA-6, March 1952. Reprinted in Journal of the Audio
Engineering Society, 19(9):778–785, October 1971.

[ A horn loudspeaker is treated partly as a lumped parameter system and
partly as a distributed parameter system. The electrical impedance is both
measured and predicted via the model described with good agreement. ]

[81] Philip M. Morse and Herman Feshbach, Methods of Theoretical Physics,
Part I and Part II, McGraw-Hill, 1953.

[ A criterion for applicability of plane waves in a horn is given on page 1353.
Also shows that the transient solution in an exponential horn involves a Bessel
function of order zero. ]

[82] E. G. Richardson, Technical Aspects of Sound, Volume I, Sonic Range
and Airborne Sound, pages 359–361, Elsevier Publishing Co., 1953.

[ Just a very brief review of current types of horns. Figures are included show-
ing a compound horn, a multi-cellular horn, and a horn with a diffraction lens
on the front for increased beamwidth. Of interest are the two pictures contain-
ing spherical wave (tractrix) horns built in Germany by Siemens-Klangfilm.
One shows a small two-way system and the other is a large two-way cinema
horn that should yield impressive results down to about 27 Hz! ]
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[83] Daniel J. Plach, “Design Factors in Horn-Type Speakers,” Journal of the
Audio Engineering Society, 1(4):276–280, October 1953.

[ Not much here really; Plach just says the obvious; i.e. if you desire maximum
efficiency from a horn down around cutoff (above cutoff it is not very important
since the horn looks resistive and no conjugate match is necessary for maximum
efficiency, just a resistance match so pick the throat area accordingly) the
unloaded resonance of the driver must be higher than the cutoff freq. of the
horn. This is obvious since the horn provides a mass load at cutoff which would
lower the resonance of the driver so if the final resonance it to be around cutoff,
then of course the unloaded resonance must be above cutoff. ]

[84] Paul W. Klipsch, “Loudspeaker Developments,” Institute of Radio Engi-
neers Transactions on P.G.A., May/June 1953.

[85] Leo L. Beranek, Acoustics, pages 259–284, McGraw-Hill, 1954.

[ This text is the first to illustrate the design of both the horn and compression
driver together with electric circuit analogies. Example calculations are given
and nonlinear distortion discussed. ]

[86] Frederick Vinton Hunt, ELECTROACOUSTICS, The Analysis of Trans-
duction, and Its Historical Background, pages 89–91, Harvard University
Press, 1954.

[ The first 91 pages of this text are devoted to the history of electroacoustics! It
is revealed that A.L. Thuras (1930) of Bell Telephone Laboratories was the first
knowledgeable inventor of the bass reflex principle (first applied to dynamic
microphones). Loading a diaphragm on each side with different length horns
was first suggested by Selden T. Williams in 1928 (R.C.A.). John P. Minton
and Abraham S. Ringel (R.C.A.) first proposed a two-way loudspeaker with a
passive electrical network in 1925. E.C. Wente patented (1932) the use of the
multi-cell exponential horn for coverage purposes. Maximilian Weil pointed out
that the corner of a room may be used as an extension of a horn in 1925 which
was later explored by Kellogg (1931). Also it appears that Poincaré pioneered
using linear two-port equations for describing electromechanical coupling in
1907. ]

[87] Sidney E. Levy, Saul J. White, and Abraham B. Cohen, U.S. Patent
2690231, September 28, 1954.

[ An unusual looking horn is presented claiming wide angle beam width. The
contours converge in the vertical plane while diverging in the horizontal plane.
No measured directivity patterns are included. ]

[88] Leo L. Beranek, “Loudspeakers and Microphones,” Journal of the Acous-
tical Society of America, 26(5):618–? September 1954.

[89] Robert F. Lambert, “Acoustical Studies of the Tractrix Horn. I,” Journal
of the Acoustical Society of America, 26(6):1024–1028, November 1954.
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[ Uses the lossless transmission-line model for tractrix horn. A modified Web-
ster equation is derived but has inconsistent units. Approximate solutions (us-
ing WKBJ method) are compared with analog computer simulation and actual
measurements. Pressure is measured on axis and throat impedance measure-
ments are compared to simulation using piston termination and hemi-spherical
termination at the mouth. The piston termination seems to best match the
data. ]

[90] A. O. Jensen and R. F. Lambert, “Acoustical Studies of the Tractrix
Horn. II,” Journal of the Acoustical Society of America, 26(6):1029–1033,
November 1954.

[ Throat impedance of the tractrix horn is measured using Flander’s [39]
method. On and off-axis responses are measured for a single and double-celled
tractrix horn. ]

[91] E. S. Weibel, “On Webster’s horn equation,” Journal of the Acoustical
Society of America, 27(4):726–727, July 1955.

[ A stream function approach is used to derive a horn equation similar to
Webster’s, but the coefficients are defined differently. Assuming the surfaces of
constant stream potential coincide with the surfaces of constant phase is correct
only in the low-frequency limit (∇2φ = 0), but probably offers a significant
improvement over the assumption of plane waves. ]

[92] Frederick Vinton Hunt, “Notes on the Exact Equations Governing the
Propagation of Sound in Fluids,” Journal of the Acoustical Society of
America, 27(6):1019–1039, November 1955.

[ This paper includes finite amplitude, viscous and thermal effects in the
equations of sound propagation. Tensor forms are presented and both material
and spatial coordinates are considered. ]

[93] J. F. Ramsay, “Microwave antenna and waveguide techniques before
1900,” Proceedings of the Institute of Radio Engineers, 46:405–415,
February 1958.

[94] Robert H. Randall, An Introduction to Acoustics, Addison-Wesley, Read-
ing, Massachusetts, 1959.

[ States that there are no “precise” counterparts to the “induction” or
“coulomb” fields in acoustics on page 107. Horns are examined from pages
111–125; the analysis closely parallels Morse [51]. ]

[95] Richard W. Carlisle, “Method of Improving Acoustic Transmission in
Folded Horns,” Journal of the Acoustical Society of America, 31(8):1135–
1137, 1959.

[ Carlisle adds a small change in the curved portion of a folded horn used for
public address (now termed a re-entrant horn) to improve response. ]
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[96] Robert Bruce Lindsay, Mechanical Radiation, pages 168–171, McGraw-
Hill, 1960.

[ The analogy between electromagnetic and acoustic fields, is discussed. ]

[97] Yûkichi Nomura, Ichirô Yamamura, and Sakari Inawashiro, “On the
Acoustic Radiation from a Flanged Circular Pipe,” Journal of the Phys-
ical Society of Japan, 15(3), 1960.

[ The unflanged pipe had been solved since 1948; here the infinite baffled pipe
is solved. Radiation impedance, transmission coefficient, power gain function
and end correction are all shown as functions of wavelength. This paper is
devoid of references to this problem which is approximately treated in Morse’s
Vibration and Sound, (1936, 1948) and solved exactly in Morse and Feshbach’s
Methods of Theoretical Physics, part II, page 1455, 1953. ]

[98] James Moir, High Quality Sound Reproduction, second edition, pages
507–524, MacMillan Co., 1961.

[ Contains design considerations for horns. Exponential (multi-celled), conical
and folded horns are all included along with causes of distortion. Directiv-
ity of a multi-celled exponential horn is shown as well as diffraction lenses
for controlling the beam pattern. Contemporary systems for domestic use are
pictured. ]

[99] E.[dward] H.[arrington] Lockwood, A Book of Curves, Cambridge Uni-
versity Press, 1961.

[ Pages 119–124 discuss practical means of producing the tractrix contour, the
catenary curve as evolute of the tractrix, and the historical origins of both.
C. Huyg(h)ens (Dutch, 1629–1695) solved the tractrix problem (which askes:
the path of an object dragged along a horizontal plane by a string of constant
length when the other end of the string moves along a straight line in the
plane), generalized it, and gave the curve its name. The tractrix problem was
first proposed by a French doctor to G. W. Leibniz (German, 1646–1716). ]

[100] Paul W. Klipsch, “A New High-Frequency Horn,” I.E.E.E. Transactions
on Audio, November/December 1963.

[101] L. H. Chen and D. G. Schweikert, “Sound Radiation from an Arbitrary
Body,” Journal of the Acoustical Society of America, 35(10):1626–1632,
October 1963.

[ This is the basic theory behind a powerful program written to allow for acous-
tic radiation assuming coupling between the structure and the fluid medium.
The example of a piston set in a sphere is used to show the accuracy of the
procedure. ]

[102] Milton Abramowitz and Irene A. Stegun, Handbook of Mathematical
Functions, National Bureau of Standards, 1964. Corrected edition re-
published by Dover, 1972.
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[103] Robert E. Collin, Foundations for Microwave Engineering, McGraw-Hill,
1966.

[ Explicit sections (5.7–5.15) on impedance matching via taper or a finite
number of straight sections. One-dimensional theory applies directly to one-
dimensional acoustic horn approximations. ]

[104] R.[aymond] W.[illiam] B.[arrow] Stephens and A. E. Bate, Acoustics and
Vibrational Physics, second edition, Edward Arnold Pulblishers, London,
1966. First edition published under the title of Wave Motion and Sound.

[ Analogies between electromagnetic and acoustic fields in waveguides (page
525–536) and also for electrostatics and incompressible, steady-state fluid flow
(page 568–569). ]

[105] Gordon E. Martin, On the Propagation of Longitudinal Stress Waves in
Finite Solid Elastic Horns, Dissertation, University of Texas at Austin,
1966.

[106] Edward Eisner, “Complete Solutions of the ‘Webster’ Horn Equation,”
Journal of the Acoustical Society of America, 41(4):1126–1146, April
1967.

[ Annotated bibliography with 196 references. ]

[107] Harry A. Schenck, “Improved Integral Formulation for Acoustic Radia-
tion Problems,” Journal of the Acoustical Society of America, 44(1):41–
58, 1968.

[ The uniqueness difficulties of using the Helmholtz integral equation to solve
radiation problems are theoretically proven to exist, but then are removed
by a method Schenck calls CHIEF (combined Helmholtz integral equation
formulation). ]

[108] Y. Ando, “Experimental Study of the Pressure Directivity and the Acous-
tic Centre of the ‘Circular Pipe Horn Loud Speaker’,” Acustica, 20:366–
369, 1968.

[ Experimental study reveals that it is best to use the outside diameter for a
pipe of finite wall thickness when predicting the directivity and acoustic center.
Nice data is shown using pulsed and continuous tone techniques. ]

[109] I.[gnacy] Malecki, Physical Foundations of Technical Acoustics, pages
649–651, translated from Polish by Irena Bellert, Pergamon Press, 1969.

[ An electroacoustic analogy is attempted in spatial systems but not com-
pleted. Difficulties are discussed. It seems as if Malecki states that the electric
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